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Abstract. — The purpose of this paper is to present and solve a particular class of a telecommunications related Process Allocation Problem. The problem deals with the allocation of processes to a network of processors with the aim to minimize a “trade-off” objective function composed of (a) the queueing delays overhead which is formed in the underlying queueing network and (b) the communication costs incurred between processes residing on different processors. Various application constraints are also taken into account. A cost function is first constructed to reflect the queueing delay “felt” by a subscriber and a simulated annealing algorithm is then used to minimize the trade-off objective function.
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1. INTRODUCTION

Of primary importance in modern computer and communication technology is the concept of distributed systems. Distributed systems are considered to be networks of loosely coupled processors on which jobs are executed. A particular job in the system is partitioned into several small self-contained tasks which are performed by different independent modules, special pro-
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grams, known as processes. In a telecommunications environment, which is of interest here, the processors system controlling a telephone exchange is considered as a distributed processing network where a variety of jobs, such as fault interrupts, administrative programs, call processing, routine tests and diagnostics are performed by the processors.

As the job is progressed, every task is processed by a particular process, while several other tasks, belonging to either the same or a different job, are due to be executed by the same process. This gives rise to delays, since the chain of tasks which form a job must wait until the appropriate process becomes available and ready to execute them. The queueing delays overhead is a significant cost in the problem which needs to be minimized in order to improve the network’s performance.

Another “cost” which is also associated with the distributed network is the message passing overhead related to the exchange of messages among processes residing on different processors. The problem of allocating processes to processors with the aim to minimize the message passing overhead is known as the Process Allocation Problem (PAP) [11]. In telecommunications applications, however, one is faced with the problem of allocating processes to processors, so that both the queueing delay and communication costs are sufficiently low. In addition, certain resource requirements -constraints- should be met.

The two above mentioned performance criteria are obviously conflicting. It is evident that in order to keep both costs at a reasonable (or desirable) level, some sort of trade-off between the queueing delay and the message passing cost, associated with a particular network configuration, should be adopted.

The purpose of this paper is to introduce the queueing delay overhead to the PAP as a performance criterion via a trade-off approach. The resulting minimization problem is tackled with an efficient simulated annealing algorithm. Computational results of a set of random problems which have similar characteristics to a “real-world” application in telecommunications are reported. A brief discussion of the application of queueing network theory to the PAP is also included.

2. PROBLEM STATEMENT

Consider a number $N$ of processes not necessarily all distinct from one another. Replicate processes can be included in the problem with the restriction not to co-exist in the same processor. Let $C$ denote the message passing...
matrix whose elements $c_{ij}$, $i=1, \ldots, N-1$, $j=i+1, \ldots, N$, represent the amount of messages exchanged between processes $i$ and $j$ residing on different processors (groups of processes). It is assumed that the communication cost is zero when processes $i$ and $j$ reside on the same processor. The sum of messages received by process $i$ is denoted by $m_i$, whilst $r_i$ is the resource requirement (in memory, occupancy etc.) of process $i$ and $R$ is the resource availability (in memory, occupancy etc.) of each one of the identical processors.

The minimal combined cost (of communication and queueing delay) problem is formulated as a 0-1 programming problem using the 0,1 variables $X_{ij}$, $i=1, \ldots, N-1$, $j=i+1, \ldots, N$. $X_{ij}$ is 1 if processes $i$ and $j$ are co-located, allocated to the same processor, and 0 if they reside on different processors. The formulation of the problem is

$$\minimize \ f = w f_c + (1-w) f_d$$  \hspace{1cm} (1)

subject to

$$\sum_{i=1}^{k-1} r_i X_{ik} + \sum_{j=k+1}^{N} r_j X_{kj} \leq R - r_k \quad \text{(memory/capacity constraints)}$$  \hspace{1cm} (1.1)

$$X_{ij} + X_{ik} - X_{jk} \leq 1 \quad \text{for } i=1, \ldots, N-2,$$  \hspace{1cm} (1.2)

$$-X_{ij} + X_{ik} + X_{jk} \leq 1 \quad \text{for } j=i+1, \ldots, N-1, k=j+1, \ldots, N$$  \hspace{1cm} (1.2)

$$X_{ij} = \begin{cases} 1, & \text{if processes } i \text{ and } j \text{ are allocated to the same processor (co-located)} \\ 0, & \text{otherwise, } i=1, \ldots, N-1, j=i+1, \ldots, N \end{cases}$$  \hspace{1cm} (1.3)

$$X_{ij} = 0, \quad \text{if } i \text{ and } j \text{ are replicate processes}$$  \hspace{1cm} (1.4)

where $f_c$ and $f_d$ are the two performance criteria, i.e. the communication and queueing delays costs respectively, appropriately scaled to be rendered in the same order of magnitude. These two costs are discussed in detail in the next section.

$w$ is a weighting factor ranging from 0 to 1 indicating the direction of "interest" between the two costs. At the two extreme values of $w$, i.e. at $w=0$ and $w=1$, we seek to minimize either the amount of queueing delay (which is trivial, since this will produce allocations which use as many processors as there are processes) or the inter-processor communication...
overhead. At intermediate values of \( w \), \( i.e. \) as \( w \) gradually increases from 0 to 1, we obtain solutions with the weight moving from solutions with near-to-minimum amount of queueing delays to those with near-to-minimum amount of communication cost.

It is interesting to note that problem formulation (1) is a mathematical programming formulation which does not only produce solutions with the minimal combined cost, but it also provides automatically the number of groups (processors) to which the best allocation corresponds [12].

3. PERFORMANCE CRITERIA

The Queueing Network Model

A queueing network can be defined as a collection of service centres, \( i.e. \) a multiple resource system, where the customers proceed from one to another in order to fulfill their service requirements [5]. When queueing networks are related to the PAP, in any particular solution/allocation the service centres represent the processes (and hence the processors which execute them) and the customers represent the various tasks to which the call processing is divided. Each service centre has its own queue in which customers wait to receive service. There is a certain service rate and a queueing discipline associated with each one of these centres.

In the present analysis Jackson’s model is employed. Jackson [7] introduced the analysis of open queueing networks. A network is considered open if jobs are permitted to enter or leave the system at any time. He proved that in equilibrium each service centre behaves as if it were an individual M/M/1 queueing system, \( i.e. \) a system with Poisson arrival rates, exponential service rates, FCFS queue discipline and a single server. This model has the property of having a stationary solution in “product form” for the joint probabilities of the lengths of the queues, \( i.e. \)

\[
P(n_1, n_2, \ldots, n_Q) = p_1(n_1)p_2(n_2) \ldots p_Q(n_Q)
\]

where \( p_i(n_i) \) represents the marginal probability that there are \( n_i \) customers waiting or in service at centre \( i \). This result, known as Jackson’s decomposition theorem, proves that the joint distribution is decomposable into the product of \( Q \) marginal distributions. Thus an open queueing network of service centres can be decomposed into several individual centres, and its performance measures can be calculated using the traditional queueing theory for M/M/1 queueing systems (\( e.g. \) see [4]).
Application to PAP

In calculating the queueing delays in the PAP Jackson’s model has been adopted. It is assumed that the flows of messages into and out of each processor are equal. Although this is not always true in a real system (some processes expire at certain stages and hence do not forward any more messages) it does not seriously affect the results [9].

Each service centre is considered as an independent M/M/1 queueing system with one server serving at a time. Although each service centre (processor) has several servers (processes) allocated to it, it is still considered as an M/M/1 queueing system since only one process can be executed at a time by each processor. The service rate $\mu_i$ of each process $i$ run on any processor depends on the load of the processor on which it resides (group of co-located processes) and is given by

$$\mu_i = \lambda_i / \rho_i$$  \hspace{1cm} (2)

where $\lambda_i$ is the sum of messages received by process $i$ as well as any other process co-located to it, and $\rho_i$ is the sum of their occupancies, i.e. proportion of time for which they are running. Thus

$$\lambda_i = m_i + \sum_{j=1}^{i-1} m_j X_{ji} + \sum_{k=i+1}^{N} m_k X_{ik}$$  \hspace{1cm} (3)

$$\rho_i = r_i + \sum_{j=1}^{i-1} r_j X_{ji} + \sum_{k=i+1}^{N} r_k X_{ik}$$  \hspace{1cm} (4)

Then the delay “seen” by a task requiring service by process $i$ is given by

$$d_i = 1 / (\mu_i - \lambda_i)$$  \hspace{1cm} (5)

This delay includes both service and queueing time and can be written as

$$d_i = \rho_i / \lambda_i (1 - \rho_i)$$  \hspace{1cm} (6)

The overall delay of a job submitted to a network of processors consists of the sum of all delays experienced by its chain of tasks as the latter are sequentially executed by different processes allocated to the various processors. Our objective here, however, is not to minimize this overall delay but only the delay which is “felt” by the network user, in our case the telephone system user-subscriber. During the call setup procedure (job), for instance, the subscriber “notices” the delay associated with the process of analyzing
the first few (routing) digits dialed, but he does not “notice” any delay involved with the traffic-recording process.

What is of importance therefore, is the sum of the delays on certain time-critical paths of the job. These critical paths, however, are not all equally important because some of them are used by the call setup procedure more frequently than others. Since it is most unusual to minimize the delays on all critical paths simultaneously, what we are interested in, is to minimize a single “effective” delay composed of the weighted delays on each time-critical path, the weighting factors being proportional to the percentage of jobs, call setup procedures, using each path.

Assume for example that we have $s$ time-critical paths denoted by $P_k$, $k=1, \ldots, s$, each composed by a sequence of a number of processes $l(k)$ $k_1, k_2, \ldots, k_q, \ldots, k_{l(k)}$, where $k_q$ could be any number between 1 and $N$. Let $dP_1, dP_2, \ldots, dP_s$ be the delays on each path respectively and let $a_k$, $k=1, \ldots, s$ be the percentage (frequency) of the call setups using time-critical path $k$ ($\Sigma a_k = 1$). Then the “effective” delay sought to be minimized would be

$$ f_d = a_1 dP_1 + a_2 dP_2 + \ldots + a_k dP_k + \ldots + a_s dP_s \quad (7) $$

where $dP_k = d_{k_1} + d_{k_2} + \ldots + d_{k_q} + \ldots + d_{k_{l(k)}}$

Equation (7) becomes

$$ f_d = \sum_{k=1}^{s} a_k \sum_{q=1}^{l(k)} \frac{\rho_{k_q}}{\lambda_{k_q} (1 - \rho_{k_q})} $$

or in terms of $X_{ij}$

$$ f_d = \sum_{k=1}^{s} a_k \times \sum_{q=1}^{l(k)} \frac{r_{k_q}^{k_q-1}}{k_q^{k_q-1}} \sum_{j=1}^{k_q} r_j X_{j,k_q} + \sum_{i=k_q+1}^{N} r_i X_{k_q,i} $$

$$ \times \left( m_{k_q} + \sum_{j=1}^{m_j} m_j X_{j,k_q} + \sum_{i=k_q+1}^{N} m_i X_{k_q,i} \right) $$

$$ \times \left( 1 - r_{k_q}^{k_q-1} \sum_{j=1}^{N} r_j X_{j,k_q} - \sum_{i=k_q+1}^{N} r_i X_{k_q,i} \right) \quad (8) $$

The fractional type of objective function (8) is typical of queueing delays costs [2].
Communication cost

The other aspect of the PAP, which is mentioned in the first section, is the message passing cost associated with the volume of messages exchanged between processes assigned to different processors. Processes that communicate with one another incur a communication cost \( c_{ij} \), \( i \neq j \), and the objective would be to minimize the message passing cost between processes residing in different processors, i.e.

\[
f_c = \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} c_{ij} (1 - X_{ij})
\]  

(9)

The sum of equations (8) and (9) form the optimization criterion of the PAP considered in this work.

4. THE ALGORITHM

In formulation (1) the communication cost part of the objective function as well as the constraints are linear in the \( X_{ij} \) variables. On the other hand, the queuing delays overhead part of the objective function is fractional. Even if only the communication cost is taken into account, the PAP is more general than the NP-hard graph partitioning problem. It seems therefore appropriate to tackle the PAP using a heuristic algorithm.

The heuristic algorithm employed to solve problem (1) is simulated annealing [10], [14], [15]. This algorithm is a heuristic optimization method based on iterative improvement. The method has been successfully applied to combinatorial problems in computer systems design [8], to the solution of the travelling salesman [6], [8], and the quadratic assignment problems [3], and to the minimization of message passing cost in the PAP [13].

The basic idea is to generate random displacements from any current feasible solution, and accept as new current solution not only solutions which improve the objective function, but also some, which do not improve it; the latter ones are accepted with probability \( \exp(-\Delta f/T) \), depending on the amount of deterioration \( \Delta f \) of the objective function and a tunable parameter \( T \) (the temperature).

The two ingredients required in the implementation of simulated annealing are:

1. A perturbation scheme for generating random displacements, i.e. a neighborhood generation scheme.
2. An annealing schedule. This consists of determining

(a) A sequence of the control parameter temperature $T$; i.e. initial and final values and a rate of decrease.

(b) The number of solutions $L_t$ attempted at each temperature $T_t$ as the temperature decreases.

The algorithm iterates until the stopping temperature value is reached or no feasible solution has been found during $L_t$ attempts.

In the present implementation, the neighborhood generation scheme consists of randomly selecting two processes $p$ and $q$ which are not interconnected ($X_{pq}^0 = 0$), and making the corresponding variable $X_{pq}$ equal to 1. Of course this move has some implications which involve disconnecting process $p$ from all processes to which it was previously connected and connecting it to all processes to which $q$ is already connected [triangular constraints (1.2)].

The initial (and final) value of $T$ is determined using a small number of pilot runs before the actual annealing process begins, at an appropriately high (low) value so that almost all candidate solutions, which deteriorate the objective function, are accepted as current solution with a probability of 0.95 or more (0.05 or less). The cooling schedule, i.e. the rate of decrease of temperature $T$, is very crucial for the successful application of the algorithm.

If the rate of temperature decrease is too high then the algorithm leads to local optimum solutions, while if it is too low CPU time is wasted. In this work the cooling schedule suggested in [1] is adopted where $T_t$ is updated by

$$T_{t+1} = \frac{T_t}{1 + (T_t \ln(1 + \delta)/3 \sigma_i)}$$

where $\delta=0.1$ and $\sigma_i$ is the standard deviation of the objective function values of the solutions examined at $T_t$.

The number of solutions $L_t$ attempted at each temperature $T_t$ is set to $N(N-1)/2$. This parameter setting is adopted taking into account that all possible moves that can lead a current solution to a neighboring one (i.e. making a variable $X_{pq}$, which is currently set to 0, equal to 1) are at most $N(N-1)/2$ (actually they are much fewer since capacity and triangular constraints should be satisfied).

Having defined the above ingredients of the simulated annealing and an initial feasible solution to the PAP, one can apply the algorithm. Obviously, the number of iterations to be performed depends on the size of the problem. For the sake of completeness it should be mentioned that a starting feasible solution to the PAP is formed by randomly choosing processes and grouping.
them together until a capacity constraint is violated. If this is the case, the next
randomly chosen process starts forming a second group and this procedure is
continued until all processes are grouped.

5. COMPUTATIONAL RESULTS

Computations were carried out on a VAX 8810 computer. The 24 randomly
generated data sets used to test the method are very similar in structure to a
12-processes sample instance of the problem which was provided to us by a
telecommunications laboratory. Data input to the model includes the number
of processes to be allocated (N), the occupancy, code- and data-storage
requirements (r_i) of each process i, and the resource availabilities on each
processor (R), the matrix C=[c_ij] of messages exchanged between processes
and the time-critical paths P_k, with their usage frequencies a_k. The random
data sets include 12 problems with 12 processes each, while replicate processes
(identical to one another which are not allowed to run on the same processor)
are present in the model. Different groups of the above test problems were
generated, having 5 sets with three (12-3GRP1 to 12-3GRP5), 2 sets with
one (12-1GRP1 and 12-1GRP2), 5 sets with zero (12-OGRP1 to 12-OGRP5)
group(s) of three replicate processes each. Larger test problems, compared
to our original instance of the problem, including 5 problems with 15 pro-
cesses each (15-OGRP1 to 15-OGRP5), 5 problems with 20 processes each
(20-OGRP1 to 20-OGRP5) and finally 2 problems, each with 25 processes
(25-OGRP1 and 25-OGRP2) were also tried. For each one of the identical
processors used in the model the occupancy figure did not exceed 70%, while
the amount of code- and data-storage did not exceed 300 and 350 units
respectively. The time-critical paths used to evaluate the queueing delays in
each test problem were constructed by randomly choosing sequences of
processes.

Tables 1 and 2 present the results obtained with the weight w of the
combined objective function equal to 0.8 and 0.2 respectively. The two
tables are divided in three parts. The annealing heuristic was run with
(a) L_t = N(N-1)/2, (b) L_t = N(N-1)/4 and (c) L_t = N(N-1)/8 and the mes-
sage passing, the amount of queueing delay and the CPU seconds consumed
in each case are recorded in each one of the three parts of the tables. It is
reasonable to assume that the annealing schedule with L_t = N(N-1)/2 would
provide solutions closer to the optimum, which is of course not known,
since the algorithm spends more time in each temperature attempting more
solutions. Comparing now the results for L_t = N(N-1)/2 and L_t = N(N-1)/4
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it can be easily seen that in almost all cases the $L_t = N(N-1)/4$ schedule performs equally well, in terms of solutions obtained, while the CPU time consumed is much less than half of the time of the $L_t = N(N-1)/2$ schedule. Obviously, “reasonably good” and CPU time-efficient solutions of the PAP are obtained using the $L_t = N(N-1)/8$ schedule.

In tables 3 and 4 the message passing and queueing delay costs for two test problems with $\mu$ varying from 0.2 to 1 are reported. The corresponding number of processors used is also included. As expected, as $\mu$ increases, the number of processors used and the amount of message passing decreases, while the amount of queueing delay increases.
### Table 2

<table>
<thead>
<tr>
<th>DATA SET</th>
<th>( w = 0.2 )</th>
<th>( L_t = N(N-1)/2 )</th>
<th>( L_t = N(N-1)/4 )</th>
<th>( L_t = N(N-1)/8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mes Pas (units/s)</td>
<td>DELAY (s × 100)</td>
<td>CPU (s)</td>
<td>Mes Pas (units/s)</td>
</tr>
<tr>
<td>12-3GRP1</td>
<td>431</td>
<td>2.12</td>
<td>99</td>
<td>431</td>
</tr>
<tr>
<td>12-3GRP2</td>
<td>656</td>
<td>3.36</td>
<td>185</td>
<td>656</td>
</tr>
<tr>
<td>12-3GRP3</td>
<td>509</td>
<td>3.13</td>
<td>62</td>
<td>509</td>
</tr>
<tr>
<td>12-3GRP4</td>
<td>511</td>
<td>3.05</td>
<td>90</td>
<td>511</td>
</tr>
<tr>
<td>12-3GRP5</td>
<td>713</td>
<td>3.01</td>
<td>64</td>
<td>713</td>
</tr>
<tr>
<td>12-1GRP1</td>
<td>569</td>
<td>1.84</td>
<td>31</td>
<td>552</td>
</tr>
<tr>
<td>12-1GRP2</td>
<td>565</td>
<td>1.48</td>
<td>72</td>
<td>551</td>
</tr>
<tr>
<td>12-0GRP1</td>
<td>523</td>
<td>2.52</td>
<td>32</td>
<td>523</td>
</tr>
<tr>
<td>12-0GRP2</td>
<td>576</td>
<td>2.85</td>
<td>15</td>
<td>576</td>
</tr>
<tr>
<td>12-0GRP3</td>
<td>619</td>
<td>2.51</td>
<td>59</td>
<td>619</td>
</tr>
<tr>
<td>12-0GRP4</td>
<td>599</td>
<td>2.72</td>
<td>46</td>
<td>599</td>
</tr>
<tr>
<td>12-0GRP5</td>
<td>612</td>
<td>2.06</td>
<td>56</td>
<td>612</td>
</tr>
<tr>
<td>15-0GRP1</td>
<td>771</td>
<td>4.38</td>
<td>243</td>
<td>771</td>
</tr>
<tr>
<td>15-0GRP2</td>
<td>853</td>
<td>4.20</td>
<td>2676</td>
<td>853</td>
</tr>
<tr>
<td>15-0GRP3</td>
<td>762</td>
<td>3.05</td>
<td>98</td>
<td>762</td>
</tr>
<tr>
<td>15-0GRP4</td>
<td>849</td>
<td>3.65</td>
<td>93</td>
<td>849</td>
</tr>
<tr>
<td>15-0GRP5</td>
<td>840</td>
<td>4.60</td>
<td>370</td>
<td>840</td>
</tr>
<tr>
<td>20-0GRP1</td>
<td>1626</td>
<td>5.40</td>
<td>1496</td>
<td>1625</td>
</tr>
<tr>
<td>20-0GRP2</td>
<td>1515</td>
<td>6.16</td>
<td>4223</td>
<td>1515</td>
</tr>
<tr>
<td>20-0GRP3</td>
<td>1620</td>
<td>7.08</td>
<td>3777</td>
<td>1620</td>
</tr>
<tr>
<td>20-0GRP4</td>
<td>1500</td>
<td>4.56</td>
<td>887</td>
<td>1500</td>
</tr>
<tr>
<td>20-0GRP5</td>
<td>2443</td>
<td>6.04</td>
<td>5532</td>
<td>2443</td>
</tr>
<tr>
<td>25-0GRP1</td>
<td>2490</td>
<td>6.75</td>
<td>1841</td>
<td>2490</td>
</tr>
<tr>
<td>25-0GRP2</td>
<td>2402</td>
<td>6.72</td>
<td>3770</td>
<td>2402</td>
</tr>
</tbody>
</table>

### Table 3

<table>
<thead>
<tr>
<th>( w )</th>
<th>( L_t = N(N-1)/2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mes Pas (units/s)</td>
</tr>
<tr>
<td>0.2</td>
<td>565</td>
</tr>
<tr>
<td>0.4</td>
<td>540</td>
</tr>
<tr>
<td>0.6</td>
<td>529</td>
</tr>
<tr>
<td>0.8</td>
<td>463</td>
</tr>
<tr>
<td>1.0</td>
<td>429</td>
</tr>
</tbody>
</table>

### Table 4

<table>
<thead>
<tr>
<th>( w )</th>
<th>( L_t = N(N-1)/2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mes Pas (units/s)</td>
</tr>
<tr>
<td>0.2</td>
<td>1620</td>
</tr>
<tr>
<td>0.4</td>
<td>1603</td>
</tr>
<tr>
<td>0.6</td>
<td>1582</td>
</tr>
<tr>
<td>0.8</td>
<td>1539</td>
</tr>
<tr>
<td>1.0</td>
<td>1491</td>
</tr>
</tbody>
</table>

DATA SET 12-1GRP2

DATA SET 20-0GRP3
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6. CONCLUSION

In this paper the Process Allocation Problem is examined with the aim to minimize a combined objective function composed of queueing delay and communication costs and at the same time satisfy memory and occupancy constraints imposed on the network of identical processors. The construction of the queueing network, through the presentation of the congestion components in a telecommunications environment, and its solution, using Jackson's model, are discussed. A simulated annealing algorithm was employed to tackle the problem. Computational results with a set of test problems, which have similar structure to a real world telecommunications problem, are reported indicating that the algorithm performs very well within reasonable amount of CPU time.
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