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Abstract. In this paper, to integrate the decisions of parts scheduling, Material Requirement Planning (MRP), Production Planning (PP) and Transportation Planning (TP) for designing a Cellular Manufacturing System (CMS) under a dynamic environment, a Mixed-Integer Nonlinear Programming (MINLP) mathematical model is formulated. The proposed mathematical model integrates extensive coverage of significant manufacturing characteristics in designing a CMS to be implemented in a three-layer supply chain. The considered features include markets demands, heterogeneous vehicles, raw materials requirements planning, parts due dates, cell size limits, machines capacity, intra/inter cell material handling time/cost, transportation time/cost, operation time, alternative processing routes in addition to the main decisions of parts scheduling, PP, TP and dynamic cell formation. Also, some novel characteristics are incorporated based on a three-layer supply chain that make the presented model remarkable respect to the literature including (1) In the first layer, planning the orders of raw materials with different lead times and usage coefficients is performed, (2) In the second layer, decisions of dynamic cell formation and parts scheduling are made, and (3) In the third layer, optimal vehicles are selected as a generalized fixed-charge TP based on transportation time and cost to satisfy multi-markets with different demand volumes. The components in the objective function to be minimized include total costs of holding the parts inventories in the markets, backorders, tardiness, transportation of the parts from the plant to the markets, purchase of raw materials, keeping raw materials in the plant warehouse, intercellular/intracellular movements and machine relocation. An illustrative numerical example is solved by the CPLEX solver to illustrate the achievements obtained by the incorporated characteristics in the integrated model. Furthermore, a sensitivity analysis is performed to assess the effects of important parameters on the model performance. Since the proposed model is NP-hard, a Simulated Annealing (SA) algorithm is improved by an elaborately-designed matrix-based chromosome representation is applied to represent all decision variables, as well as a sequential procedure generating initial solutions. Several test problems either generated randomly or taken from the literature with various sizes are solved and the results are compared with the solutions gained using CPLEX solver.
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1. **Introduction**

Nowadays, a business needs to concentrate on needs and interests of demanding products of customers with both higher quality and lower price to survive in the competitive business world. Therefore, many businesses try to acquire the ability of agility and fast-responding to the customers’ demands. To achieve this goal, Cellular Manufacturing (CM) can be employed as an industrial application of Group Technology (GT). It was introduced by Mitrofanov [38] and extended by Burbidge [9]. The significant benefits of implanting CM are decreasing in setup time, flow-time, Work-in-Process (WIP) level, material handling costs, improvement in quality and production supervision, and increase in flexibility, etc. [23,61].

Often fluctuations occurring in product demands and product mixes lead to a dynamic manufacturing environment due to increasing the variety of customers’ products and decreasing the life cycles of products. In a dynamic environment, where the product mixes and part demands change during a multi-period planning horizon, it is necessary to reconfigure cells efficiently for consecutive periods. This type of CM was presented as the Dynamic Cellular Manufacturing System (DCMS) by Rheault et al. [53]. It was indicated by Drolet et al. [15] that DCMSs are normally more efficient than traditional CMSs and job shops through developing a simulation model, especially with regarding some performance measures such as flow-time, WIP, tardiness and the total costs for a known planning horizon. Afterwards, some mathematical models and solution procedures have been proposed by several researchers considering DCMSs under multiple periods [7,8,26,27]. In these studies, it was assumed that the production amount of each part equals demand volume in each period.

In practice, production quantity may not be equal to the demand volume since it could be also fulfilled through other strategies such as holding inventory, backorders or outsourcing. Hence, production quantity should be decided using Production Planning (PP) decisions including internal production, inventory, backorder or outsourcing. Afterwards, the number and type of machines to be utilized in the system could be determined. Some papers have incorporated the aforementioned decisions in DCMS [3,12,48].

In our model, the demand of a market in a period has to be satisfied in one of the periods that may be one or a few periods earlier than due date using inventory holding, one or a few periods later than the due date as backorders and or in the same period using the internal production.

The design of a CMS in a plant that is a manufacturer in a supply chain involves various structural and operational decisions [60]. The major structural decisions are grouping parts and machines into cells (i.e., Cell Formation (CF) problem; and cells reconfiguration during successive periods); and operational ones are production planning and scheduling; as well transportation planning from the plant to markets. The impact of integrating these decisions on the CMS design and its performance is studied by various researchers in different focus with different objectives. In manufacturing environments, these decisions are inter-linked. Therefore, the need arises to develop models considering them as an integrated whole. Indeed, it cannot be guaranteed that optimal decisions obtained from a problem that only models with one of the aforementioned decisions will be optimal for another problem separately. Indeed, a real industrial environment comprises all of these decisions together. For instance, the obtained solutions satisfying only limitations of the CF problem cannot satisfy the limitations of a problem integrating all factors. Then, the final design may not be efficient and optimal. Consequently, to have a model whose decisions are comparable with practical decisions, a comprehensive model is necessary.

Rao and Mohanty [49] explored the interrelationships between CMS and Supply Chain (SC) design issues. Simultaneous decision making of SC and CM concepts results in incurring lower costs of distribution and
production and responding to customers more rapidly. Recently, the necessity of integration between DCMS and SCM decisions has been studied through mathematical models [1,36,45]. In the traditional Transportation Problem (TP) as a basic, practical and famous optimization problem in operations research, there are two types of constraints, namely supply constraint and demand constraint and the decision variable to be obtained is how many items should be transported from each source to each destination [40]. The generalized TP where there is more than one type of products to be transported between plants and markets is a basis in designing a supply chain network with several layers. Also, in practical situations some problems may consist of fixed costs which are independent of the quantity of transported load due to tax charges and opening routes. In our study, the layer between the plant and markets is considered as a Generalized Fixed-Charge Transportation Problem (GFCTP).

In addition to the CF step in designing a CMS that includes clustering parts with similar manufacturing necessities into the part families and matching machines to cells, another major step is Group Scheduling (GS) (i.e., scheduling of part families) [62]. The necessity for integration of CF and GS decisions has been highlighted by some mathematical models [6,16,58].

In our model, a three-layer SC is addressed including: (1) the first layer plans the orders of raw materials with different lead times and usage coefficients, (2) the second layer determines dynamic cell formation and parts scheduling, and (3) the third layer selects the optimal transportation vehicle for each part produced in the plant to be transported to each market as a transportation problem. In fact, in the first layer, an MRP is devised to determine the launching times and quantities of orders for raw materials to be assembled in final products with one-level Bill-Of-Materials (BOM). In the second layer (i.e., shop floor), parts scheduling determines the starting and finishing times of each part operation, the completion time of each part and the amount of tardiness for each part based on the deviation between the part due date and its delivering time to a market. Furthermore, in this layer, cell formation decisions in a dynamic environment are taken to determine the allocation of machines to cells in each period as well as the relocation of machines among cells during successive periods due to required manufacturing capacity changing based on fluctuating demands. Finally, in the third layer, selecting heterogeneous vehicles with different speeds for responding to multi-markets with different demand volumes is made as a GFCTP.

The complexities associated with the NP-hardness and large search space of the model demand the usage of an intelligent search heuristic method, which works with a simultaneous set of solutions in parallel to avoid search ending in poor quality solutions and directs the search to a global or near-optimal solution. Many intelligent search meta-heuristics (e.g., Simulated Annealing (SA), Tabu Search (TS), Genetic algorithm (GA), Bacteria Foraging Algorithm (BFA)) have been proposed for many CMS design problems. However, SA has found a special place in CMS studies due to its strength in handling complex problems, especially with numerous constraints that are common in CMS models. Therefore, many studies have recently employed SA as an efficient solution approach and reported satisfactory results [8,12,17,21,24,33,51,56,64]

The main contribution of this paper, regarding the reviewed articles and unveiled necessities of integrating the discussed decisions including CF, scheduling, TP and PP is presenting a comprehensive model for designing a DCMS into an SC integrating (1) CF under a dynamic environment, (2) MRP with one-level BOM, (3) parts scheduling, (4) GFCTP and (5) PP strategies for satisfying multi-markets demands. The integrated model simultaneously incorporates several important design features including multi-markets with different parts demands and due dates, heterogeneous vehicles with different speed and fixed charges, raw materials with different lead times and usage coefficient, cell size limits, machines capacity, material handling time, operation time, alternative processing routes, employing inventory holding and backorder strategies for fulfilling markets demands, keeping inventories of raw materials in the plant warehouse, cell reconfiguration, intra/inter-cellular movement and operations sequence to bring the model closer to manufacturing realities.

To the best of our knowledge, this is the first time that a mathematical model integrating the decisions of MRP, scheduling, GFCTP and PP to configure a CMS into an SC structure under a dynamic environment is formulated with comprehensive incorporation of important design features in the model objective function and constraints.
Another contribution of this paper is designing an efficient SA algorithm boosted by a matrix-based chromosome representation involving three matrices to represent all decision variables and a hierarchical procedure generating initial feasible solutions to determine the interrelated decisions of MRP, scheduling, GFCTP and PP in designing a DCMS simultaneously.

A demonstrative numerical example is explained by the CPLEX solver to assess the effects of simultaneous integration of mentioned decisions along with other incorporated design features in designing a DCMS. Additionally, to verify the efficiency of the developed SA, several numerical examples are solved and its results are compared to those obtained for the examples solved by CPLEX solver. The outcomes reveal the effectiveness of SA in attaining near-optimal solutions in reasonable computational times.

The remainder of this paper is ordered as follows. A literature review related to CM design integrated with PP, scheduling and supply chain is given in Section 2. A mathematical model integrating decisions of MRP, scheduling, GFCTP and PP in designing a DCMS is presented in Section 3. The development of the designed SA is discussed in Section 4. An illustrative example is presented and solved using CPLEX solver in Section 5. Also, the test problems are solved to investigate the features of the model, sensitivity analysis and assessing the performance of the designed SA. In the end, Section 6 draws conclusions and future studies directions.

2. Literature review

Since the presented model integrates different decision areas including parts scheduling, production planning and transportation planning in designing a CMS, some recent papers addressed the integration of at least one of the mentioned areas in CMS are reviewed. Furthermore, some studies developed a SA-based solution approach for designing a CMS are considered.

2.1. CMS studies integrated with SC or TP

Olhager [43] took a historical outlook recognizing the main trends and application shifts in the development of planning and control, from the shop floor control through MRP, Master Production Schedule (MPS), and Sales and Operations Planning (S&OP) to SCM. Ghezavati et al. [20] studied a robust mathematical model for a CF problem integrated with features of an SC network considering uncertain manufacturing times and demands. The objective was to minimize the expected value and variance of total costs including the scheduling cost, employment cost of suppliers in SC network, manufacturing exceptional elements in addition to the resource underutilization cost. Lokesh and Jain [36] presented an integrated model of the DCMS and SC design considering several issues including multi-plant locations, multiple markets, reconfiguration, etc. Paydar et al. [46] developed a robust optimization model to solve a mathematical model integrating purchase and PP in the design of an SC and CMS, simultaneously with uncertain demands and machine capacities. In another similar study, Paydar and Saidi-Mehrabad [45] developed a Multi-Choice Goal Programming (MCGP) method to solve a bi-objective possibilistic model to combine procurement, production and distribution planning with the simultaneous consideration of several conflicting objectives along with the rough nature of several significant parameters in designing a dynamic VCMS. Aalaei and Davoudpour [1] formulated a mathematical model for a CMS into the SC design with a worker assignment and considered important manufacturing features including multiple-plant locations, multi-markets allocations, production planning and numerous part mix. The objective function was the total cost of inventories holding, inter-cellular material handling, external transportation, fixed cost for manufacturing, machine and workers’ salaries. Liu et al. [35] proposed a novel optimization model of the DCMS in a supply chain and developed an integrated bacteria foraging algorithm. The advantage of the proposed model was concurrently dealing with facility transfer and production planning by assuming multiple factories and multi-skilled workers.

2.2. CMS studies integrated with PP

Khaksar-Haghani et al. [25] formulated an MINLP model for designing a DCMS by incorporation of PP decisions. The total costs of cell establishment, cell underutilization, part-operations setup and manufacturing,
outourcing, backorders, inventories holding, material handling between CMS and the warehouse, inter and intra-cell movements and machine relocation were the components of the objective function. Aghajani et al. [2] formulated a mathematical model for designing a DCMS with considering alternative processing routes, lot splitting feature, operations sequence, duplicates of machines, the capacity of machines, manufacturing cost, setup cost, cell size restrictions, and PP decisions. Kia et al. [28] presented an MINLP model to design a GL of a DCMS and consider production planning (PP) decisions, the variable number of cells, and machine depot. Li et al. [31] proposed a production planning algorithm in virtual cells for reconfigurable manufacturing system with unstable production batches. Using an improved GA, the cost from scheduling processes and cell formation considered in the objective function was minimized. Deep and Singh [11] formulated a mathematical model for designing a robust CMS with dynamic part production. They incorporated cell configuration problem with the machines allocation, PP and the part routing. Ghezavati [19] integrated both the CF decision and aspects of production planning into a single mathematical model to design a DCMS, in which stochastic demand has been described by a discrete set of scenarios. Alhourani [5] developed a new similarity coefficient equation that incorporates several production factors including machines reliability, operations sequence, production volumes as well as machines capacity and machine duplicates in the presence of the part route selection to obtain better machine grouping and minimum total cost in designing a CMS. Sakhaii et al. [55] developed a robust optimization approach for an integrated mixed-integer linear programming model to solve a DCMS with unreliable machines and a production planning problem simultaneously. Liu et al. [34] formulated an optimization model of DCMS and designed a hybrid bacteria foraging algorithm embedding two-phase based heuristic to minimize the sum of backorder cost and holding cost of inventory. The proposed model simultaneously considered dynamic multi-skilled worker assignment/reassignment, production planning, learning and forgetting effects and operation sequence. Raoofpanah et al. [50] formulated a mathematical model for designing DCMSs with supplier selection, in which environmental issues, inventory balance and production planning are incorporated. Also, a robust optimization model was proposed to handle uncertainty in part processing times.

2.3. CMS studies integrated with scheduling

Ghezavati [18] integrated the design of a CMS with GS and GL with uncertain parameters under supply chain characteristics to optimize expected holding cost and the suppliers’ network-related costs, in which suppliers are demanded to manufacture exceptional products. Pajoutan et al. [44] developed a SA-based heuristic to solve a mathematical model for a GS problem considering movement time and flexible routing. To minimize the total tardiness penalty cost, Tang et al. [59] employed a Lagrangian relaxation decomposition method to provide an effective solution for the integrated decisions of CF and GS. Alfieri and Nicosia [4] studied the parts’ operations scheduling problem in flexible CMSs where the manufacturing cell with a single machine can accommodate up to $k$ parts simultaneously. A sequence of different tools is required for processing of each part that enforces a sequence of tools changes. Therefore, the objective is to minimize the total number of setups with constant times for switching tools. Halat and Bashirzadeh [22] presented a simultaneous approach for the operations scheduling problem in a CMS to minimize the makespan. They developed an MILP model by considering exceptional elements, inter-cell movements, inter-cell transportation times, and sequence-dependent setup times of part families. Li et al. [32] developed a hybrid harmony search for solving a flow-line scheduling problem in a CMS having part families with sequence-dependent setup times to minimize total tardiness and mean total flow-time. Renna and Ambriko [52] addressed reconfigurable machines to design a CMS with changing demand conditions. To incorporate the design, reconfiguration and scheduling of the CMS, an approach based on three mathematical models was proposed.

Delgoshaei [14] proposed a short-term period scheduling method for small and medium scale DCMSs considering bottleneck and parallel machines to find the best production strategy of internal manufacturing and outsourcing. Delgoshaei et al. [13] examined the impact of inflation on cell-load variation in CMSs by proposing a new method for scheduling DCMS in the presence of bottleneck and parallel machines. They developed a hybrid GA and SA algorithm. Ebrahimii et al. [16] presented an MINLP model for designing a CMS to simultaneously integrate the interrelated decisions of machine layout and part scheduling and to combine several design features,
such as parts due date, movement time, operation sequence, manufacturing time, an intra-cellular layout of unequal-area facilities, and part scheduling with the aim of minimization of makespan, tardiness penalties, and transportation costs. Wang et al. [63] presented a novel linear mathematical model integrating cell formation and task scheduling with the dual-resource constrained setting in a CMS. They proposed a hybrid SA to minimize the makespan of manufacturing project in a CMS.

2.4. CMS studies with a SA solution approach

To solve the cell formation problem, Pailla et al. [47] presented an evolutionary algorithm and a SA. A known set of CFP instances were used to evaluate the performance of both algorithms. Also, the results of both algorithms were compared with those of five other algorithms. Generally, SA outperformed the proposed evolutionary algorithm and the other five algorithms. Kia et al. [26] formulated an MINLP model for the machines layout design in a DCMS. A new feature of their model was simultaneously making the CF and Group Layout (GL) decisions though a dynamic environment and considering the multi-rows layout for machines location in the flexibly-configured cells.

Bayram et al. [8] addressed the DCMS design and formulated a mathematical model. The objective function was to minimize inter-cell and intra-cell material handling, machine purchasing, layout reconfiguration, variable and constant machine costs. They designed two heuristic solution approaches that combine SA with Linear Programming (LP) and GA with LP. Liu and Wang [33] designed a non-linear integer mathematical model for a CMS with multi-functional machines and the multi-skilled workers need to be grouped and assigned to the cells. To minimize the makespan, a hybrid SA embedding priority rule-based heuristic algorithm was proposed. To improve grouping efficacy of a cell formation problem, Zeb et al. [64] presented the hybridization of SA with GA to combine exploration power of GA with the intensification power of SA. Ghosh et al. [21] proposed a Quadratic Assignment Problem (QAP) model of the inter-cell layout design problem in a dynamic environment considering the material handling cost and a modified cells proximity relationship. Due to the NP-hard nature of the problem, they developed an improved GA and a SA algorithm. Results showed that both techniques are viable in terms of solution quality and computational time. Defersha and Hodiya [12] developed a parallel multiple search path SA to solve a mathematical model integrating distributed layout design and cell formation with the aim of minimization of a weighted sum of material handling and inter-cell movement costs. Shafigh et al. [56] presented linear programming embedded SA for solving a comprehensive model in the design and operation of the distributed layout-based manufacturing systems. Their mathematical model incorporates important manufacturing attributes including demand fluctuation, system reconfiguration, lot splitting, workload balancing, alternative routing, machine capability, tooling requirements, material handling cost, machine relocation cost, setup cost, inventory carrying cost, in-house production, and subcontracting costs.

Iqbal and Al-Ghamdi [24] developed a nonlinear mathematical model to optimize the assignment of manufacturing processes to various machines and grouping machines in cells for minimizing parts transportation distance. A SA algorithm was developed to save production and transportation energies by assigning the parts operations to the most appropriate machines and optimally grouping the machines into cells. Feng et al. [17] developed an MILP model to integrate cell formation and layout problems. The model featured the simultaneous incorporation of some CMSs design attributes including unequal machine dimensions, duplicate machines, alternative process routings, lot splitting, and PP. They proposed two hybrid approaches, one combining GA and LP and the other combining SA and LP. Rafiei et al. [51] proposed an MINLP model to address the cell formation problem and job scheduling simultaneously to minimize the costs of operations and transportation. They developed a hybrid SA/GA.

Out of 39 papers reviewed in this section, SA is a prevalent solution approach employed by many researchers due to its strength in handling complex problems, especially with numerous constraints which are common in CMS models.

It is evident from the literature that every structural and operational decision parameter contributes somehow for improving the production efficiency and the integration of all them in the CMS design would enhance the application potential in the discrete part manufacturing sector (e.g., automobile and machine tool manufacturers). On these considerations, this paper formulates a DCMS model to take decisions on the following
structural and operational decision parameters in an integrated manner: (1) parts transportation planning, (2) raw materials orders planning, (3) machines assignments to cells in a reconfigurable environment, (4) parts operations assignment to machines, (5) parts operations scheduling, and (6) PP strategies planned for each part type. The integrated model presents a larger coverage of the manufacturing characteristics. Also, a larger collection of input parameters, decision variables and objective function components related to CM is incorporated than the reviewed studies.

3. MATHEMATICAL MODEL AND PROBLEM DESCRIPTIONS

3.1. Model assumptions

In this section, the DCMS model integrating CF, MRP, parts scheduling, GFCTP and PP is formulated as an MINLP model under the following assumptions:

(1) It is assumed that there is a deterministic volume for the demand of each part type to be satisfied at each market in each period. Also, regarding the fluctuations of the production levels based on the given demand volumes and manufacturing-related costs, the system can manufacture some extra parts in a given period, keep them as inventories in the markets warehouse between consecutive periods and used them in the upcoming periods with high demand level. Also, because of the limited machine capacities, backordering can be employed to postpone the fulfillment of the markets demands after their known due dates.

(2) There are different vehicles for transporting parts from the plant to the markets with different costs and speeds.

(3) For each part, due date at each market in each period is known. As a result, a tardiness penalty is imposed for a part if it is not delivered to the market on its due date in the intended demand period.

(4) Parts can be produced one or some periods earlier than their due date. After production, the produced parts should be carried to the markets warehouse immediately since holding finished parts in the plant warehouse is not allowed during a period.

(5) To transport the products required by a specific market, it is not necessary to complete the manufacturing of all products required by that market for simultaneous transportation. So, parts might be transported to a market by separate delivery. In other words, each product should be sent to the demanding market immediately after finishing the process of its last operations.

(6) The usage coefficient of each raw material in a part is given with a one-level BOM. Also, the lead time for each raw material is different.

(7) There are some raw materials in the plant warehouse in the first period.

(8) The order cost for each raw material in each period is considered.

(9) Raw materials can be ordered and received earlier than the required period. As a result, they should be kept in the plant warehouse incurring inventory holding cost.

(10) It is assumed that there is only one duplicate of each machine type with a fixed capacity.

(11) Upper and lower size of each cell in terms of assigned machines is known.

(12) Parts are transported individually by the material handling equipment inside and among the cells referred to as intracellular and intercellular movements, respectively. The time for each intracellular and intercellular movement of each part is different; however, the cost is considered the same for all parts.

(13) There are several operations for each part type to be processed respect to its sequence data.

(14) It is considered that all machine types are multi-purposed and capable of manufacturing one or more operations with no reinstallation cost. In other meaning, each part operation can be manufactured by different machines with different manufacturing times. Although, each operation should be manufactured by only one of those machines which are capable of manufacturing that operation and splitting the production lot for a part operation is not permitted.
(15) Machines are not allowed to manufacture more than one part operation simultaneously.
(16) Cell reconfiguration involves the situations where the existing machines between different cells are relocated due to fluctuating capacity requirements during the successive periods. The cost of machine relocation is calculated based on the number of machines relocated among cells. Relocating a machine includes removing a machine from a cell and adding that to another cell. The relocation cost is different for each machine type.
(17) After starting the process of an operation by a machine, no interruption is permitted.
(18) To process some part operations on a machine, it is considered the sequence, in which part operations are assigned to a machine. For scheduling problem in this model, some time positions for each machine are considered, i.e., for each part operation manufactured by the machine a time position is occupied.

In fact, the main purpose of the developed model is to assess the effect of simultaneous integration of CF, MRP, scheduling, GFCTP and PP in designing a DCMS into a transportation network regarding to the burdened total costs of holding the parts inventories in the markets, backorders, tardiness, transportation of the parts from the plant to the markets, purchase of raw materials, keeping raw materials in the plant warehouse, intercellular and intracellular movements and machine relocation.

The main constraints of the formulated model are imposed by the limitations of (1) machines process capability, (2) sequencing time positions, (3) manufacturing each operation, (4) maximum and minimum cell size, (5) machine relocation, (6) machine time-capacity, (7) relation between starting times and finishing times of the operations, (8) tardiness calculations, (9) markets demand satisfaction, (10) raw materials requirements planning and (11) transportation vehicles capacity.

Sets
\[ j = \{1, 2, \ldots, J\} \] index for markets.
\[ i = \{1, 2, \ldots, I\} \] index for vehicles.
\[ r = \{1, 2, \ldots, R\} \] index for raw materials.
\[ h = \{1, 2, \ldots, H\} \] index for periods.
\[ p = \{1, 2, \ldots, P\} \] index for part types.
\[ k = \{1, 2, \ldots, K\} \] index for operations.
\[ c = \{1, 2, \ldots, C\} \] index for cells.
\[ m = \{1, 2, \ldots, M\} \] index for machine types.
\[ b = \{1, 2, \ldots, B\} \] index for time positions.

Model parameters
\[ d_{pj} \] due date of part \( p \) demanded by market \( j \) during period \( h \).
\[ \pi_{pj} \] inventory holding cost of part \( p \) in the warehouse of market \( j \) in the case of being received before demand period \( h \).
\[ g'_{pj} \] backorder cost of part type \( p \) demanded by market \( j \) in period \( h \).
\[ b_{pj} \] the unitary tardiness penalty cost of part \( p \) demanded by market \( j \) during period \( h \).
\[ D_{pj} \] demand of market \( j \) for part type \( p \) in period \( h \).
\[ D'_{pj} \] if demand of market \( j \) for part type \( p \) in period \( h \) is positive (i.e., \( D_{pj} > 0 \)); 0 otherwise.
\[ f_{ij} \] required time for vehicle type \( i \) for transporting parts from the plant to market \( j \).
\[ \varphi_{ij} \] cost of transporting parts from the plant to market \( j \) by vehicle \( i \) in period \( h \).
\[ \omega_{pr} \] the usage coefficient of raw material \( r \) in part type \( p \).
\[ \Phi_{r} \] lead time for raw material \( r \).
\[ \sigma_{rh} \] order cost per unit of raw material \( r \) in period \( h \).
\[ \mu_{rh} \] holding cost of raw material \( r \) during period \( h \) in the plant warehouse.
\[ IS_{pr} \] initial level of raw material \( r \) available to be used in part type \( p \).
\[ u_{mh} \] relocation cost of machine type \( m \) in period \( h \).
\[ B_{u} \] upper limit for cell size.
Decision variables

\[ T_{pjh} \] the amount of tardiness happening in delivering part type \( p \) demanded by market \( j \) during period \( h \).

\[ y_{ipjhh} \] if part type \( p \) demanded by market \( j \) in period \( h \) is transported by vehicle \( i \) in period \( h' \); 0 otherwise.

\[ O_{rph} \] the amount of order for raw material \( r \) received in period \( h \) to be used in part type \( p \).

\[ W_{mch} \] if machine type \( m \) is assigned to cell \( c \) in period \( h \); 0 otherwise.

\[ K_{mch}^+ \] if machine type \( m \) is added to cell \( c \) in period \( h \).

\[ K_{mch}^- \] if machine type \( m \) is removed from cell \( c \) in period \( h \).

\[ Z_{kpjmbhh}' \] if operation \( k \) of part type \( p \) demanded by market \( j \) in period \( h \) is manufactured by machine \( m \) at its time position \( b \) in period \( h' \); 0 otherwise.

\[ S_{kpjmbhh}' \] the start time of manufacturing operation \( k \) of part type \( p \) manufactured by machine \( m \) at its time position \( b \) in period \( h' \) and demanded by market \( j \) in period \( h \).

\[ com_{kpjmbhh}' \] the ending time of manufacturing operation \( k \) of part type \( p \) manufactured by machine \( m \) at its time position \( b \) in period \( h' \) and demanded by market \( j \) in period \( h \).

\[ C_{pjhh}' \] the completion time of manufacturing all operations of part type \( p \) produced in period \( h' \) and demanded by market \( j \) in period \( h \).

3.2. Mathematical model

\[
\text{Min} : \sum_{p=1}^{P} \sum_{j=1}^{J} \sum_{m=1}^{M} \sum_{b=1}^{B} \sum_{h=1}^{H} \sum_{h'=1}^{H} \sum_{h''} \sum_{h''} Z_{Kpjmbhh'} \cdot \pi_{pjh''} \quad \text{(3.1a)} \\
+ \sum_{p=1}^{P} \sum_{j=1}^{J} \sum_{m=1}^{M} \sum_{b=1}^{B} \sum_{h=1}^{H} \sum_{h'=1}^{H} \sum_{h''} \sum_{h''} Z_{Kpjmbhh'} \cdot \eta_{pjh''}' \quad \text{(3.1b)} \\
+ \sum_{p=1}^{P} \sum_{j=1}^{J} \sum_{h=1}^{H} \beta_{pjh} T_{pjh} \quad \text{(3.1c)} \\
+ \sum_{i=1}^{I} \sum_{p=1}^{P} \sum_{j=1}^{J} \sum_{h=1}^{H} \sum_{h'=1} Z_{ipjhh'} \cdot \varphi_{ijh'} \quad \text{(3.1d)} \\
+ \sum_{r=1}^{R} \sum_{p=1}^{P} \sum_{h=1}^{H} O_{rph} \sigma_{rh} \quad \text{(3.1e)} \\
+ \sum_{p=1}^{P} \sum_{r=1}^{R} \left[ \sum_{h'=1}^{H} \mu_{rh'} \right] \left( IS_{pr} - \sum_{h''} \sum_{j=1}^{J} \sum_{h=1}^{H} \sum_{m=1}^{M} \sum_{b=1}^{B} Z_{Kpjmbhh'} \cdot D_{pjh} \cdot \omega_{pr} \right) \quad \text{(3.1f)} \\
+ \sum_{h''} \sum_{h''} \mu_{rh'} O_{rph''} \]
\[ + \sum_{k=1}^{K} \sum_{p=1}^{P} \sum_{j=1}^{J} \sum_{m=1}^{M} \sum_{m'=1}^{M} \sum_{b=1}^{B} \sum_{b'=1}^{B} \sum_{c=1}^{C} \sum_{c'=1}^{C} \sum_{h=1}^{H} \sum_{h'=1}^{H} \gamma_{h'} \]

\[ \times \mathbf{IE}_p \cdot Z_{kpjmbhh'} \cdot W_{mch'} \cdot Z_{(k+1)pjm'b'h'h'} \cdot W_{m'c'h'} \cdot D_{pjh} \]

\[ + \sum_{k=1}^{K} \sum_{p=1}^{P} \sum_{j=1}^{J} \sum_{m=1}^{M} \sum_{m'=1}^{M} \sum_{b=1}^{B} \sum_{b'=1}^{B} \sum_{c=1}^{C} \sum_{c'=1}^{C} \sum_{h=1}^{H} \sum_{h'=1}^{H} \lambda_{h'} \]

\[ \times \mathbf{IA}_p \cdot Z_{kpjmbhh'} \cdot W_{mch'} \cdot Z_{(k+1)pjm'b'h'h'} \cdot W_{m'c'h'} \cdot D_{pjh} \]

\[ + \sum_{m=1}^{M} \sum_{c=1}^{C} \sum_{h=1}^{H} (K_{mch'}^{+} + K_{mch'}^{-}) u_{mh'} \]  

s.t.

\[ \sum_{m=1}^{M} \sum_{b=1}^{B} \sum_{h=1}^{H} q_{kmh} Z_{kpjmbhh'} = D'_{pjh} \quad \forall k, p, j, h \]  

\[ \sum_{m=1}^{M} \sum_{b=1}^{B} Z_{(k+1)pjm'b'h'h'} \leq \sum_{m=1}^{M} \sum_{b=1}^{B} Z_{kpjmbhh'} \quad \forall k < K, p, j, h, h' \]  

\[ \sum_{k=1}^{K} \sum_{p=1}^{P} \sum_{j=1}^{J} \sum_{h=1}^{H} Z_{kpjmbhh'} \leq 1 \quad \forall m, b, h' \]  

\[ \sum_{m=1}^{M} W_{mch'} \leq B_u \quad \forall c, h' \]  

\[ \sum_{m=1}^{M} W_{mch'} \geq B_l \quad \forall c, h' \]  

\[ \sum_{c=1}^{C} W_{mch'} = 1 \quad \forall m, h' \]  

\[ W_{mch'(h'-1)} + K_{mch'}^{+} - K_{mch'}^{-} = W_{mch'} \quad \forall m, c, h' > 1 \]  

\[ \sum_{k=1}^{K} \sum_{p=1}^{P} \sum_{j=1}^{J} \sum_{b=1}^{B} \sum_{h=1}^{H} Z_{kpjmbhh'} \cdot D_{pjh} \cdot c_{kpm} \leq \sum_{c=1}^{C} T M_{mch'} \cdot W_{mch'} \quad \forall m, h' \]  

\[ S_{kpjmbhh'} \geq \left( \text{com}_{(k-1)pjm'b'h'h'} + \mathbf{IE}_p \cdot (W_{mch'} + W_{m'c'h'} - 1) \right) M \cdot (1 - Z_{kpjmbhh'}) \quad \forall k > 1, p, j, m \neq m', b, b', c \neq c', h, h' \]  

\[ S_{kpjmbhh'} \geq \left( \text{com}_{(k-1)pjm'b'h'h'} + \mathbf{IA}_p \cdot (W_{mch'} + W_{m'c'h'} - 1) \right) M \cdot (1 - Z_{kpjmbhh'}) \quad \forall k > 1, p, j, m \neq m', b, b', c, h, h' \]  

\[ S_{kpjmbhh'} \geq \text{com}_{k'p'j'm(b-1)h'h'} - M \cdot (1 - Z_{kpjmbhh'}) \quad \forall k, k', p \neq p', j, j', m, b > 1, h, h' \]  

\[ S_{kpjmbhh'} \geq \text{com}_{k'p'j'm(b-1)h'h'} - M \cdot (1 - Z_{kpjmbhh'}) \quad \forall k, k', p, j, j', m, b > 1, h \neq h', h' \]  

\[ \text{com}_{kpjmbhh'} = S_{kpjmbhh'} + c_{kpm} \cdot Z_{kpjmbhh'} \cdot D_{pjh} \quad \forall k, p, j, m, b, h, h' \]  

\[ S_{kpjmbhh'} \leq M \cdot Z_{kpjmbhh'} \quad \forall k, p, j, m, b, h, h' \]  

\[ \text{com}_{kpjmbhh'} \leq M \cdot Z_{kpjmbhh'} \quad \forall k, p, j, m, b, h, h' \]
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\[ C_{pjhh'} = \sum_{m=1}^{M} \sum_{b=1}^{B} \text{com}_{Kpjmbhh'} \cdot D_{pjh}^{'} \quad \forall p, j, h, h' \] (3.18)

\[ (C_{pjhh} + \sum_{i=1}^{I} y_{ipjhh} f_{ij}) - dw_{pjh} \leq T_{pjh} \quad \forall p, j, h \] (3.19)

\[ \sum_{i=1}^{I} \sum_{h'=1}^{H} y_{ipjhh'} = D_{pjh}^{'} \quad \forall p, j, h \] (3.20)

\[ D_{pjh} = \sum_{m=1}^{M} \sum_{b=1}^{B} \sum_{h=1}^{H} \text{Z}_{Kpjmbhh'} \cdot D_{pjh}^{'} \quad \forall k, p, j, h \] (3.21)

\[ \sum_{j=1}^{J} \sum_{m=1}^{M} \sum_{b=1}^{B} \sum_{h'=1}^{H} \text{Z}_{Kpjmbhh'} \cdot D_{pjh}^{'} \cdot \omega_{pr} \leq IS_{pr} \quad \forall p, r, h' = 1 \] (3.22)

\[ \sum_{j=1}^{J} \sum_{m=1}^{M} \sum_{b=1}^{B} \sum_{h=1}^{H} \text{Z}_{Kpjmbhh'} \cdot D_{pjh}^{'} \cdot \omega_{pr} \leq IS_{pr} - \sum_{j=1}^{J} \sum_{m=1}^{M} \sum_{b=1}^{B} \sum_{h=1}^{H} \text{Z}_{Kpjmbhh'^{''}} \cdot D_{pjh}^{'} \cdot \omega_{pr} \quad \forall p, r, 2 \leq h' \leq LT_{r} \] (3.23)

\[ \sum_{j=1}^{J} \sum_{m=1}^{M} \sum_{b=1}^{B} \sum_{h=1}^{H} \text{Z}_{Kpjmbhh'} \cdot D_{pjh}^{'} \cdot \omega_{pr} \leq IS_{pr} + \sum_{j=1}^{J} \sum_{m=1}^{M} \sum_{b=1}^{B} \sum_{h=1}^{H} \text{Z}_{Kpjmbhh'^{''}} \cdot D_{pjh}^{'} \cdot \omega_{pr} \quad \forall p, r, LT_{r} < h' \] (3.24)

\[ \sum_{m=1}^{M} \sum_{b=1}^{B} D_{pjh}^{'} \cdot \text{Z}_{Kpjmbhh'} = \sum_{i=1}^{I} y_{ipjhh'} \quad \forall p, j, h, h' \] (3.25)

\[ S_{Kpjmbhh'} \geq 0, \quad \text{com}_{Kpjmbhh'} \geq 0, \quad C_{pjhh'} \geq 0, \quad T_{pjh} \geq 0 \quad \forall k, p, j, m, b, h \] (3.26)

\[ O_{prh} \geq 0, \quad K_{mch}^{+} \geq 0, \quad K_{mch}^{-} \geq 0 \quad \text{and Integer} \]

\[ Z_{Kpjmbhh'}, \quad W_{mch}, \quad y_{ipjhh'} \in \{0, 1\} \quad \forall i, k, p, j, m, b, h. \] (3.27)

The objective function consists of nine terms. Term (3.1a) deals with the computation of inventory holding cost for parts in the case of being produced in a period \((h')\) earlier than the demand period \(h\) (i.e., \(h' < h\)). Term (3.1b) computes the backorder cost for parts in the case of being produced in a period \((h')\) later than the demand period \(h\) (i.e., \(h' > h\)). Term (3.1c) calculates tardiness cost imposed for a part if it is received by the market after its due date in the intended demand period. Term (3.1d) calculates the transportation cost for the parts to be transported from the plant to the markets by heterogeneous vehicles. Term (3.1e) computes the raw materials purchase cost. Term (3.1f) calculates holding cost of raw materials in the plant warehouse. Terms (3.1g) and (3.1h) address intercellular and intracellular movement costs computation, respectively. Term (3.1i) calculates the machines relocation costs.

Constraint (3.2) guarantees that in the case of non-zero demand by a market for a part type, each operation of that part is manufactured only at one time position of a machine capable of manufacturing that part operation. Constraint (3.3) ensures that all operations of a part are manufactured based on the sequence of the operations. Constraint (3.4) ensures that at most one part operation can be processed at each time position of a machine. Constraints (3.5) and (3.6) support that the number of machines assigned to a cell does not exceed the lower and
upper limit. Constraint (3.7) states that each machine is assigned to only one cell during a period. Constraint (3.8) is the machine balance constraint checking if a machine is relocated between two cells during two successive periods. Constraint (3.9) obliges to not exceeding the machines capacity limits.

Constraint (3.10) assumes that in the case of intercellular movement, the starting time of processing a part operation has to be higher than of the sum of the completion time of the predecessor operation plus the corresponding intercellular movement time. Similarly, Constraint (3.11) assumes that in the case of intracellular movement, the starting time of a part operation has to be higher than of the sum of the completion time of the predecessor operation plus the corresponding intracellular movement time. Constraint (3.12) supports that in case of two consecutive operations of a part being manufactured by the same machine, the starting time of the successor operation is higher than the completion time of the predecessor operation.

Constraints (3.13) and (3.14) guarantee that the starting time of manufacturing a part operation processed at time position \( b \) by machine \( m \) should be larger than the completion time of another part operation processed at earlier time position \( (b - 1) \) of that machine. Constraint (3.15) indicates that the completion time of a part operation equals the sum of its starting time plus its manufacturing time. According to constraints (3.16) and (3.17), decision variables \( S_{kpjmbhh'} \) and \( com_{kpjmbhh'} \) calculating starting and ending time of operation \( k \) of part \( p \) performed at time position \( b \) of machine \( m \) could take a positive value if processing that operation is performed at corresponding time position of that machine. Constraint (3.18) computes the completion time of a part which is equal to the ending time of manufacturing the last operation of that part. Constraint (3.19) calculates the tardiness amount for a part which is equal to the deviation between its due date and its delivery time to the relevant market (i.e., the sum of its completion time and its transportation time from the plant to the relevant market). Constraint (3.20) reiterates if there is a demand for a part by a market, it should be transported by one of the vehicles. Equation (3.21) is the demand satisfaction constraint. The demand for a market in a period has to be satisfied using the internal production in one of the time periods that may be one or more periods earlier than the intended demand period as inventory holding strategy, one or more periods later than the intended demand period as backorders strategy and or in the same period without incurring holding or backordering cost. A novelty in the present model is employing the PP strategies (i.e., inventory holding and backorder) without introducing extra decision variables for calculating the number of inventories and backorders. This is achieved by considering parameters \( h \) and \( h' \) representing demand period and production period in decision variable \( Z_{kpjmbhh'} \), respectively.

Constraint (3.22) states that the amount of used raw materials calculated based on the production level in the first period should be less than the initial inventory level of required raw materials. Constraint (3.23) enforces that the amount of raw material \( r \) used in the production of part type \( p \) between the second period and period \( h' \) which is earlier than the period \( LT_r \) (i.e., its lead time) should be less than the inventory level of raw material \( r \) available in the plant warehouse at period \( h' \) (i.e., the initial inventory level \( IS_{pp} \) minus the amount of raw material \( r \) used for the production of part type \( p \) during periods \( 2 \) to \( h' \)). Similarly, Constraint (3.24) asserts that the amount of raw material \( r \) used for the production of part type \( p \) in period \( h' \) after its lead time should be lower than the sum of its initial inventory and the amount of received orders minus the amount of raw material used in the prior periods. It is worth mentioning the raw material \( r \) ordered in period \( h \) is received by the plant in period \( LT_r + h \). Constraint (3.25) indicates that the parts produced in period \( h' \) to satisfy demand at period \( h \) have to be delivered to one of the markets in the same production period \( h' \) since holding of finished parts is not permitted by the plant warehouse. Constraints (3.26) and (3.27) necessitate the logical binary and non-negativity integer conditions for the model decision variables.

Since Terms (3.1g) and (3.1h) in the objective function are nonlinear, the auxiliary decision variable \( X_{kpjmm'bb'cc'hh'} \) is defined and replaced with a term \( Z_{kpjmbhh'} \cdot W_{mch'} \cdot Z_{(k+1)pjm'b'hh'} \cdot W_{m'c'h'} \) in Terms (3.1g) and (3.1h) and the following constraint is also added to the main model.

\[
X_{kpjmm'bb'cc'hh'} \geq W_{mch'} + Z_{kpjmbhh'} + W_{m'c'h'} + Z_{(k+1)pjm'b'hh'} - 3.5 \quad \forall k < K, p, j, m \neq m', b, b', c, c', h, h'.
\] (3.28)
4. Simulated annealing algorithm

For solving hard combinatorial optimization problems, the Simulated Annealing (SA) algorithm was designed by Kirkpatrick et al. [30] as a stochastic neighborhood search method to simulate the annealing process directing a system to its lowest energy level by the assistance of a controlled cooling scheme. Regularly, the annealing process takes place as follows: (1) the temperature is raised to an adequate level, (2) it is kept in each level for a suitable period, and (3) it is reduced under the controlled conditions until reaching the determined energy level.

The goal behind the SA approach is to avoid local optimums using temperature changes and non-improving solutions acceptance strategy (up/downhill search) in a discrete environment. SA approach has several merits compared with other meta-heuristic ones as the following: (1) not being highly dependent on the initial point, (2) having the potential to escape local optimums, (3) the satisfactory performance in discrete optimization, (4) a suitable instrument to address the problems with continuous solution space, (5) simple in terms of programming and execution, and (6) it has been proved that its computational time has an upper limit of a certain polynomial type in terms of problem dimensions [30].

SA has been applied in numerous optimization problems in a considerable diversity of areas, including DCMS [8, 12, 17, 21, 24, 26, 28, 29, 33, 37, 39, 42, 51, 56, 64]. In this section, the elements of the extended SA are described as follows.

4.1. Solution structure representation

Solution structure indicates a point of feasible solution space so that its representation manner in each meta-heuristic approach is important. Solution structure in the proposed SA algorithm for the presented model as depicted in Figure 1 has been made up of three parts as follows.

In this representation, $m$ is the machine type index set, $c$ is the index of the cell, $r$ is the raw materials index, $p$ is the parts types index and $k$ is for operation index. Also, index $x$ belongs to the third dimension of Production matrix. In the continuation, each of these matrices has been explained.

The first part as matrix $Ma_{Ce}$ with $m \times c$ binary elements states each machine assignment to a unique cell and its detailed representation is depicted in Figure 2.

In this matrix, each row shows the type of the utilized machine and each column stands for the considered cell. Since there is only one duplicate of each machine type, thus in each row, there is only one non-zero element. Also, it has to be noticed that the number of machines assigned to each cell should be placed in the cell size limit. As a result, the number of ones in each column follows the following rule:

$$B_1 \leq \text{the number of machines assigned to a cell (the number of 1s in each column)} \leq B_u.$$
The matrix $Ma_{Ce}$ satisfies constraints (3.6) to (3.8) in the main model in each period. Also, the set of matrices $Ma_{Ce}$ available in all periods has to meet constraint (3.9). As an example for Matrix $Ma_{Ce}$ depicted in Figure 3, the machine type 2 is assigned to cell 1 and machines of type 1 and 3 to cell 2.

The second part as matrix $Order$ with $r \times p$ integer elements displays the order amount of each raw material for each product as depicted in Figure 4. The receiving time of an ordered raw material depends on its lead time. To minimize inventory holding cost, the maximum ordered raw material amount in all periods is determined based on their related products so that in the last period, the minimum raw material amount remains in the warehouse. This matrix satisfies constraints (3.23) to (3.25) in each period. As an example for Matrix $Order$ depicted in Figure 4, 18 units of raw material type 2 and 20 units of raw material type 3 for the 3rd part have been ordered.

The third part as matrix $Production$ with $(k + 1) \times 5 \times x$ elements as depicted in Figure 5, viewed as the major part of the chromosome, contains all manufacturing data of each feasible solution. The 3rd dimension of this matrix does not have any certain size and would take different values proportionate with the existing capacity in each period.

The 1st row of matrix $Production$ includes five indices as part type ($p$), period ($h$), market ($j$), requested demand amount ($dem$) and vehicle number ($i$). The subsequent rows belong to operations 1 to $k$, whose elements are respectively the manufacturing machine number ($m$), intra- or inter-cell movement time ($T_{transport}$), the starting
time of manufacturing operation \((T_{\text{begin}})\), total manufacturing time \((T_{\text{process}})\) and the completion time of manufacturing operation \((T_{\text{end}})\). All the remaining constraints in the main model are met by this matrix. An example of matrix \(\text{Production}\) for two parts is depicted in Figure 6 and their manufacturing procedure is described as follows.

First, part 2 is loaded on the production line in period 1 as it is demanded by market 1 at the demand level equal to 15. The 1st operation is done by machine 3 and since it is the 1st operation, its handling cost is 0. The operation has started at time 0 on machine 3 and since its manufacturing time is 90, its process finishes at time 90. The 2nd operation is done on the same machine. Thus, it incurs no handling cost. Then, the 2nd operation immediately starts on machine 3 and regarding its 60 unit processing time, its process finishes at time 150. Operation 3 must be performed on machine 2 and as a result, intercellular or intracellular movement is required. This movement type is defined based on matrix \(Ma_{\text{Ce}}\) and its related number is derived from the input values in the previous example. Because the 2nd operation has finished at time 150 and its movement time equals 7, the 3rd operation started at time 157 and considering its processing time 20 units, it terminates at time 177. The produced part is immediately transported to market 1 by vehicle type 1 that its time and transportation cost are derived from the input values and accounted in the objective function.

The next part manufactured in this period is part 1 requested by market 2 with 20 units demand for the 3rd period. The 1st operation is done on machine 2 during 40-time units. For processing the 2nd operation on machine 1, its movement time is considered as 9 units from the input values based on matrix \(Ma_{\text{Ce}}\) and therefore, the operation starts at time 49 and finishes at time 129 regarding the 80-time units required for its processing. The 3rd operation must be performed on machine 3. Regarding movement time equal to 3 units, the operation can begin at time 132. However, this machine is busy with another part until time 150. Therefore, the current part has to wait in a queue until machine 3 is unloaded. Afterwards, part 1 is loaded on machine 3 and since its processing time is 60 units, the processing of the last operation finishes at time 210. Finally, part 1 is transported to market 2 by vehicle 2. It should be noticed that the aforementioned matrices belong to one period. Thus, in each solution, there is \(T\) set of these matrices where \(T\) stands for the number of periods.

\[
\text{Production}(:,:,1) = \begin{pmatrix} 2 & 1 & 1 & 15 & 1 \\ 3 & 0 & 0 & 90 & 90 \\ 3 & 0 & 90 & 60 & 150 \\ 2 & 7 & 157 & 20 & 177 \end{pmatrix}
\]

\[
\text{Production}(:,:,2) = \begin{pmatrix} 1 & 3 & 2 & 20 & 2 \\ 2 & 0 & 0 & 40 & 40 \\ 1 & 9 & 49 & 80 & 129 \\ 3 & 3 & 150 & 60 & 210 \end{pmatrix}
\]

Figure 6. Example of matrix \(\text{Production}\) for two parts.

4.2. Initial solution generation

An initial solution as a starting point employed in the search process is generated according to a hierarchical approach in four stages. In this approach, matrices \([Ma_{\text{Ce}}]\), \([\text{Order}]\) and \([\text{Production}]\) are constructed in each period by random numbers limited in the determined interval subject to satisfy corresponding constraints as follows:
(1) The 1st stage assigns the machines to the cells in each period separately concerning the cells size limits.
(2) The 2nd stage determines the orders amount. To obtain a feasible solution more rapidly, first, the total demand of all parts for raw materials in whole periods is calculated and considered as the 1st period order. As a result, other periods’ orders are also taken as zero. This method dramatically accelerates the speed to achieve a feasible solution.
(3) In the 3rd stage, one of the parts is selected in one of the periods and the 1st row of matrix \( \text{Production} \) is formed respect to the vehicle being chosen. If the suitable vacant time position and sufficient time capacity exist on the machines for processing the part, the 1st column including processing machines is filled, otherwise, this part is put aside and another part is chosen. This task is repeated until the capacity of machines in the current period is almost fully utilized. In the same way, the remaining parts are assigned to be manufactured in other periods.
(4) After assigning the parts to the periods, movement times and processing times are calculated and the parts processing priority on the machines is determined.

Concerning the solution structure, the subsequent solutions presented in this section are produced in each iteration by performing a mutation on various components of the current solution.

4.3. Mechanism for creating a neighboring solution

To scan through the feasible solution space, it is required to create another feasible solution referred to the neighbor solution via changing the current solution. After that, the solution feasibility has to be checked. If the achieved solution is infeasible, it can be repaired or removed by Repairing or Rejection strategy. Creating a new solution using the current one is done by a mutation operator. In this study, regarding the diversity of the solutions and the variety of the procedures to obtain new solutions, seven mutation operators are utilized.

(1) The intercellular machine movement operator \( \text{Mutation}_{Ma.Ca} \): this mutation can be carried out in two distinct methods: the 1st one is to transfer a machine from a cell to another cell as illustrated by the example in Figure 7 where machine 2 has been transferred from cell 1 to cell 2.
In the 2nd method, two machines are substituted in the two cells as shown in Figure 8 where the 1st and 2nd machines are substituted in the cells.
This mutation is done always through taking the lower and upper limits of the cells into account to lead to a feasible solution and influences components 7–9 in the objective function. Since this alteration can change the intercellular and intracellular movement time, it is required to readjust the starting and finishing times and the movement times in matrix Production. This, in turn, can affect the tardiness time (i.e., component 3 of the objective function).

(2) Order level change operator (Mutation_Order): this mutation transfers the raw material orders from one period to another one by choosing two different periods and transferring each period’s order to another period. If the order is transferred from a later period to an earlier one (for instance, from period 4 to period 2), the obtained solution will be feasible again. On the other hand, if this transfer occurs from an earlier period to a later one (e.g., from period 2 to period 3), the raw material should be received on time regarding the lead time to obtain a feasible solution. In the case of the infeasibility of the obtained solution, this solution is rejected by the rejection strategy). This mutation will affect components 5 and 6 in the objective function.

(3) Vehicle change operator (Mutation_Vehicle): this mutation selects one of the periods and its related Production matrices and changes the vehicle used to transport a finished part. To put it simply, it changes the last element in the 1st row in one of the parts of matrix Production. This change may affect Term (4) in the objective function. On the one hand, because the vehicles differ in terms of speed, it can prompt the products to deliver to the markets early or late. As a result, it could influence the tardiness cost in Term (3).

(4) The manufacturing machine change operator (Mutation_Change_Mach): if a part operation can be manufactured by more than one machine and the considered machines have vacant time positions and enough time capacity, a new solution can be achieved via changing the machine which currently manufactures that operation. This can change the movement cost as well as the movement time and completion time of the products; thus it affects the objective function components 3, 7 and 8. To preserve the feasibility of the solution, it is critical to rearrange the manufacturing times of all the parts produced in a period (Fig. 9).
(5) The parts manufacturing time position change operator (Mutation_Rearrange_Pro): this mutation can cause parts completion times to vary. It only influences Tardiness cost and its resulted solution is always feasible. As seen in the example depicted in Figure 10, in the initial solution, part 3 completion time is 173 and part 2 completion time is 198. As the manufacturing time position varies by implementing this mutation, part 3 completion time is changed to 180 and part 2 completion time is changed to 115. Although part 3 completion time in the new solution has increased 7 units, part 2 completion time has decreased 83 units.

(6) The parts production periods change operator (Mutation_Change_Pro): producing a part earlier than its due date incurs inventory holding cost while producing later than its due date burdens tardiness costs. This mutation provides the ground for an effective approach to decrease these costs to produce the parts in the same period when the demands happen. The mutation selects the production period of a part randomly and transfers it to another period. If in the destination period, there is not enough time for processing, the solution is infeasible and is rejected. In the next stage, if the origin period is earlier than the destination period, the solution feasibility is guaranteed. However, if the origin period is later than the destination period, the solution might become infeasible. Therefore, Repairing strategy strives to rearrange the orders to make the solution feasible. In the end, the starting and ending times of manufacturing parts are
Table 1. Manufacturing times data for illustrative example.

<table>
<thead>
<tr>
<th></th>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$k_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$M_1$</td>
<td>$M_2$</td>
<td>$M_3$</td>
</tr>
<tr>
<td>$P_1$</td>
<td>10</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$P_2$</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>$P_3$</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 2. Data for the machines time capacity, costs of the machines relocation, the raw materials ordering and the raw materials inventory holding for illustrative example.

<table>
<thead>
<tr>
<th></th>
<th>$TM_{m,h}$</th>
<th>$u_{m,h}$</th>
<th>$\sigma_{r,h}$</th>
<th>$\mu_{r,h}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$M_1$</td>
<td>$M_2$</td>
<td>$M_3$</td>
<td>$M_1$</td>
</tr>
<tr>
<td>$h_1$</td>
<td>650</td>
<td>600</td>
<td>550</td>
<td>70</td>
</tr>
<tr>
<td>$h_2$</td>
<td>650</td>
<td>600</td>
<td>550</td>
<td>70</td>
</tr>
</tbody>
</table>

rearranged in the destination period. This mutation can be effective on the objective function components 1–8.

(7) Two parts substitution between two periods operator ($Mutation\_Swap\_Prod$): this mutation is similar to mutation No. 6 in performance except that here a part is transferred from the origin to the destination period and in return, another part is transferred from the destination to the origin period. By applying this mutation, regarding the changes in time positions and the manufacturing times in both periods, there is more probability for generating infeasible solutions compared to mutation No. 6. If the obtained solution is infeasible, it is rejected, otherwise, like the previous state, the related orders and also the manufacturing times are rearranged. Similarly, this mutation can influence the objective function components 1–8.

The pseudo code of the developed SA for the proposed model, termination condition, acceptance/rejection mechanism of a neighborhood solution and cooling schedule including initial temperature, Markov chain length (MCL), and cooling rate are defined as same as those defined by Kia et al. [26].

5. Computational results

5.1. An illustrative numerical example

To validate the integrated model and illustrate its various features, an illustrative numerical example is solved and analyzed by CPLEX software. In this small-sized example, 3 parts, 3 machines, 2 cells, 2 vehicles, 2 markets, 2 raw materials and 2 periods have been taken into account. The upper and lower cell size limits are 2 and 1, respectively. The intra-cell movement time and inter-cell movement times for all parts are 3 and 6, respectively. Also, the inter-cell movement costs are 0.6 and 1.5 and the intra-cell movement costs as 0.2 and 0.3, for all the parts in periods 1 and 2, respectively. The reason for defining such a small example is to make it possible to track material flows and explain the relations between the integrated decisions more straightforward.

Table 1 illustrates the manufacturing times for each type of parts on various machines. For instance, the second operation of part 3 can be manufactured on either machine 2 or 3 with 8-time units.

Table 2 lists the data for the machines time capacity, the machines relocation costs, the raw materials ordering costs and the raw materials inventory holding costs. For example, the time capacity for machine 2 in period 2 is 600 h and raw materials type 1 ordering cost in period 2 is 4 units.
Table 3. Raw materials initial inventory level and the usage coefficients for illustrative example.

<table>
<thead>
<tr>
<th></th>
<th>$\omega_{pr}$</th>
<th>IS$_{pr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td>$P_2$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$P_3$</td>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td>$r_1$</td>
<td>1</td>
<td>40</td>
</tr>
<tr>
<td>$r_2$</td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4. Parts transportation costs and times for illustrative example.

<table>
<thead>
<tr>
<th></th>
<th>$i_1$</th>
<th>$i_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_1$</td>
<td>700</td>
<td>700</td>
</tr>
<tr>
<td>$h_2$</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>$j_1$</td>
<td>1000</td>
<td>1300</td>
</tr>
<tr>
<td>$j_2$</td>
<td>400</td>
<td>400</td>
</tr>
<tr>
<td>$f_{ij}$</td>
<td>30</td>
<td>100</td>
</tr>
<tr>
<td>$f_{ij}$</td>
<td>50</td>
<td>200</td>
</tr>
</tbody>
</table>

Table 5. Other input parameters values for illustrative example.

<table>
<thead>
<tr>
<th></th>
<th>$\beta_{pjh}$</th>
<th>$D_{pjh}$</th>
<th>$d_{pjh}$</th>
<th>$\pi_{pjh}$</th>
<th>$g'_{pjh}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_1$</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$h_2$</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$h_1$</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$h_2$</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3 includes the data about the raw materials initial inventory levels at the beginning of period 1 as well as the usage coefficients of the raw materials. For instance, part 1 needs raw material types 1 and 2 with usage coefficients 1 and 4, respectively. Also, at the beginning of period 1, 40 units of the raw material type 2 are available in the plant warehouse for manufacturing part 2.

Table 4 represents the parts transportation costs and times from the plant to the markets by diverse vehicles. For instance, the parts transportation cost and time from the plant to market 2 using vehicle type 2 during period 2 are 400 and 200, respectively. Since the speed of type 1 vehicle is higher than that of vehicle 2, thus it has a higher cost and lower time.

In Table 5, other input parameters values including tardiness penalty cost, demand levels, due dates, parts inventory holding costs in the markets warehouse and the backorders costs are given.

Figure 11 schematically illustrate the integrated DCMS problem, as well as the interrelated decisions of different layers including MRP, scheduling, PP and TP decisions.

In the first layer of the considered supply chain, we integrate MRP for raw materials received from different suppliers with production planning for the plant. The demand of a market in a period has to be satisfied using the internal production in one of the periods that may be one or more periods earlier than the intended demand period as inventory holding strategy, one or more periods later than the intended demand period as backorders strategy and or in the same period. As it has been discussed in the literature of production systems, MRP and Master Production Schedule (MPS) are strongly interconnected in a way that the decisions that are made for
production period would affect on the order release period of raw materials. This justifies the integration of MRP and PP decisions in our model.

From the input data explained above and the results reported in Figure 11, it can be seen that to provide the demands of markets 1 and 2, we need \((1 \times 20 = 20)\), \((0 \times 10 = 0)\), and \((1 \times 20 = 20)\) number of raw material type 1 for each products 1–3, and \((4 \times 20 = 80)\), \((4 \times 10 = 40)\), and \((0 \times 20 = 0)\) number of raw material type 2 for each products 1–3, respectively. Checking the initial stock of raw materials in the warehouse, we will see that we have enough stock for all the demands except initial stock of raw materials 2 for product 1. IS\(_{12}\) is 70; however, the required amount is 80 units. Thus, it is needed to order 10 units, \(O_{211} = 10\). This requirement is needed to be provided in the first period, and this is while the lead time for raw materials 2 is 1. Even if we order this raw material in period 1, it will be supplied in period 2. So, it means that in providing the demand

**Figure 11.** Illustration of the proposed DCMS problem.

<table>
<thead>
<tr>
<th>Different terms of the objective function</th>
<th>(1-1) = 0</th>
<th>(1-2) = 900</th>
<th>(1-3) = 588</th>
<th>(1-4) = 1000</th>
<th>(1-5) = 20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inventory holding cost</td>
<td>(1-6) = 220</td>
<td>(1-7) = 216</td>
<td>(1-8) = 36</td>
<td>(1-9) = 0</td>
<td>Raw material holding cost</td>
</tr>
<tr>
<td>Backorder cost</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Inter cellular movement cost</td>
</tr>
<tr>
<td>Tardiness cost</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Intra cellular movement cost</td>
</tr>
<tr>
<td>Transportation cost</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Machine relocation cost</td>
</tr>
<tr>
<td>Raw material purchase cost</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
for product 1 in market 2, we will face some backorder costs. The backorder cost of product 1 of market 2 in period 1 is 900, objective function (3.1b).

As the considered vehicle fleet is heterogeneous, the optimal selection of vehicles based on transportation times and cost are performed. In one hand, selecting slow vehicles with low transportation costs may result from tardiness in delivery, on the other hand, selecting fast vehicles with high transportation costs may remove tardiness cost but at higher transportation cost.

In this example, products transportation decisions have to be made according to two vehicles. Generally, faster vehicles of type 1 with higher transportation costs and shorter delivery times deliver products to markets earlier than due dates, which results in fewer tardiness costs. Therefore, to select a vehicle, a trade-off between transportation cost and tardiness cost is made via an objective function. Taking into account the tardiness cost at the market warehouse, the model decides between two vehicles.

Figure 12 shows different vehicles and the costs for each vehicle. By selecting vehicle 1, total costs of transportation (1300 + 700 + 1300) and tardiness (0 + 0 + 46) will be (3300 + 46 = 3346). Similarly, by choosing vehicle 2, we will have 400 + 200 + 400 = 1000 transportation cost and 196 tardiness cost, in total 1196. From Figure 12, it is understood that the model will choose vehicle 2, resulting in some savings in transportation cost equal to (3300 – 1000 = 2300), but some lost in tardiness cost (196 – 46 = 150), totally more savings equal to 2300 – 150 = 2150.

Figure 13 depicts cells configuration, parts scheduling, inter- and intra-cell movements and delivery time to markets during 2 periods.

In the proposed model, we incorporate the part scheduling decisions as to the final detailed stage of production planning in a CMS. The scheduling of parts in a CMS is affected by PP decisions during each period as scheduling during a period is released only for parts that have been decided to be produced in that period. Therefore, the amount of production as an output of PP is a fundamental input for scheduling phase. This establishes the dependency of parts scheduling to PP decisions. For example, the demand for part 1 is fulfilled with one period delay due to a shortage in raw materials, thus, we face some backorder costs. As production of part 1 is postponed to period 2, its operations scheduling is developed in period 2 as well. As seen in Figure 13, parts 2 and 3 are decided to be produced in their demand period as a PP strategy, so scheduling of parts 2 and 3 is provided at the same demand period.

In the second layer of the considered supply chain connecting a plant with a CMS concept to the markets, we also integrate the decisions of PP and transportation planning in a detailed scheduling level. In other words,
the part scheduling is connected to the delivery time of vehicles to markets. By synchronizing the parts completion times and the vehicle departure times, we can determine the exact arrival times of the selected vehicles to each market. Reaching to the markets after the due date given for each part results in a tardiness and burden a relevant penalty. Therefore, by having scheduling decisions, we can deliver parts to the markets in appropriate time to minimize any tardiness.

For example, part 2 is delivered to market 1 before its due date in period 1, hence, there is no tardiness penalty for part 2. However, according to the coordinated scheduling for part 3 and its completion time, as it is delivered to market 2 after its due date, we face some tardiness costs.

From the above illustrative test problem, it can be inferred that all the decisions in different layers are interconnected to each other and the way we approach the problem makes the decisions of different layers altogether in a comprehensive fashion. It is well-reasoned that the decisions about satisfying the market demand in different periods are interconnected to the decisions of producing the products, as well as transportation planning. Obviously, according to production planning, a plant needs to decide about its PP decisions, cell configuration, and CMS decisions, and parts scheduling. By considering that all of these decisions are affected by upper-layer decisions, which provide the raw materials by the suppliers (MRP), we recognize why in this problem different layer decisions are included to our mathematical formulation comprehensively.

In the next section, to have a better managerial intuition about the influence of different parameters and decisions of different layers on each other, a sensitivity analysis is carried out. Also, we integrate PP and dynamic cell formation decisions. The necessity of this integration are addressed by many researchers, as cited in Section 2.2. As a brief explanation, main decision of PP is determining the amount of production in each period. Therefore, the required production capacity in each cell, which is obtained based on the production amount assigned to that cell, determines the required number of machines. Next, knowing the number of machines assigned to each cell is a crucial decision for a cell formation problem. For instance, in our example, machines 1 and 3 are assigned to cell 1 and remaining machine 2 is assigned to the cell. By this allocation of machines in 2 cells, we have 3 intra-cell movements and only one inter-cell movement. This assignment remains unchanged for the second period to prevent any machine relocation cost. Nevertheless, as in multi-period production planning,
Table 6. Manufacturing times data for Sensitivity analysis example.

<table>
<thead>
<tr>
<th></th>
<th>$k_1$</th>
<th></th>
<th>$k_2$</th>
<th></th>
<th>$k_3$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$M_1$</td>
<td>$M_2$</td>
<td>$M_3$</td>
<td>$M_4$</td>
<td>$M_5$</td>
<td>$M_1$</td>
</tr>
<tr>
<td>$P_1$</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>$P_2$</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>$P_3$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$P_4$</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>50</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$P_5$</td>
<td>60</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 7. Data for the machines time capacity, costs of the machines relocation, the raw material ordering and the raw materials inventory holding for Sensitivity analysis example.

<table>
<thead>
<tr>
<th></th>
<th>TM_{mh}</th>
<th>$u_{mh}$</th>
<th>$\sigma_{rh}$</th>
<th>$\mu_{rh}$</th>
<th>$r_1$</th>
<th>$r_2$</th>
<th>$r_3$</th>
<th>$r_1$</th>
<th>$r_2$</th>
<th>$r_3$</th>
<th>$r_1$</th>
<th>$r_2$</th>
<th>$r_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_1$</td>
<td>700</td>
<td>550</td>
<td>550</td>
<td>450</td>
<td>240</td>
<td>70</td>
<td>60</td>
<td>80</td>
<td>80</td>
<td>60</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>$h_2$</td>
<td>650</td>
<td>600</td>
<td>600</td>
<td>700</td>
<td>340</td>
<td>75</td>
<td>65</td>
<td>85</td>
<td>80</td>
<td>65</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>$h_3$</td>
<td>750</td>
<td>550</td>
<td>600</td>
<td>400</td>
<td>360</td>
<td>80</td>
<td>70</td>
<td>85</td>
<td>85</td>
<td>70</td>
<td>2</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>$h_4$</td>
<td>500</td>
<td>500</td>
<td>500</td>
<td>85</td>
<td>300</td>
<td>80</td>
<td>90</td>
<td>85</td>
<td>75</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 8. Raw materials initial inventory level and the usage coefficients for Sensitivity analysis example.

<table>
<thead>
<tr>
<th></th>
<th>$\omega_{pr}$</th>
<th>IS_{pr}</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>$r_1$</td>
<td>1</td>
</tr>
<tr>
<td>$P_2$</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$P_3$</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

the amount of production is changing to balance the production capacity with fluctuating demand, so machines reallocation may be inevitable to reduce material handling costs. In conclusion, PP and cells reconfiguration decisions are strongly interrelated.

### 5.2. Sensitivity analysis

In this section, to evaluate the effect of some parameters on the model performance, a sensitivity analysis is carried out by changing the initial values of the parameters and measuring the resulted changes in the objective function value. In this state, a problem with 5 parts, 5 machines, 2 cells, 3 vehicles, 2 markets, 3 raw materials and 4 periods is considered. The upper and lower cell size limits are 4 and 2, respectively. The inter-cell movement times for parts 1–5 are 6, 6, 6, 8 and 9, respectively and intracellular movement time as 3, 4, 3, 5 and 4, respectively. Also, the inter-cell movement costs are 0.6, 0.7, 0.9 and 1 and the intra-cell movement costs as 0.2, 0.3, 0.4 and 0.5, for periods 1–4, respectively. The lead times for raw materials 1–3 are 2, 1 and 1, respectively. Tables 6–10 present the input data with a similar explanation given for the illustrative example data.

Table 11 displays how different raw materials are ordered during 4 periods. For instance, 13 units of raw materials type 1 are ordered in period 1 to produce part type 1. Because type 1 raw materials lead time is 2, then this raw material reaches the plant within two next periods (i.e., period 3).

Figure 14 depicts machines allocation to cells and parts scheduling inside the plant during 4 periods.
Table 9. Parts transportation costs and times for Sensitivity analysis example.

<table>
<thead>
<tr>
<th></th>
<th>$i_1$</th>
<th>$i_2$</th>
<th>$i_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$h_1$</td>
<td>$h_2$</td>
<td>$h_3$</td>
</tr>
<tr>
<td>$\phi_{ijh}$</td>
<td>$j_1$</td>
<td>500</td>
<td>550</td>
</tr>
<tr>
<td></td>
<td>$j_2$</td>
<td>800</td>
<td>830</td>
</tr>
<tr>
<td>$f_{ij}$</td>
<td>$j_1$</td>
<td>40</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>$j_2$</td>
<td>100</td>
<td>200</td>
</tr>
</tbody>
</table>

Table 10. Other input parameters values for Sensitivity analysis example.

<table>
<thead>
<tr>
<th></th>
<th>$\beta_{pjh}$</th>
<th>$D_{pjh}$</th>
<th>$d_{pjh}$</th>
<th>$\pi_{pjh}$</th>
<th>$g_{pjh}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$h_1$</td>
<td>$h_2$</td>
<td>$h_3$</td>
<td>$h_4$</td>
<td>$h_1$</td>
</tr>
<tr>
<td>$j_1$</td>
<td>$P_1$</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>$P_3$</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>$P_4$</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>$P_5$</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>$j_2$</td>
<td>$P_1$</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>$P_2$</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$P_3$</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>$P_4$</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>$P_5$</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 11. Raw materials orders.

<table>
<thead>
<tr>
<th></th>
<th>$r_1$</th>
<th>$r_2$</th>
<th>$r_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$h_1$</td>
<td>$h_2$</td>
<td>$h_3$</td>
</tr>
<tr>
<td>$p_1$</td>
<td>13</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$p_2$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_3$</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_4$</td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_5$</td>
<td></td>
<td>28</td>
<td></td>
</tr>
</tbody>
</table>

Figure 15 indicates the parts transportation plan from the plant to the markets during 4 periods. For example, the demand of part 1 by market 2 in period 1 equal to 20 units is supplied by the plant in period 2 and transported via vehicle type 3.

Table 12 represents the tardiness values for different parts in different periods. For instance, part 1 demanded by market 1 during period 3 delays 81-time units.

Different parameters including the due date required vehicle time, inventory holding cost, backorder cost, order cost, relocation cost, intra and intercellular movement time are increased by 10%–40%. We also investigate the effect of increasing the lead times based on different increasing scenarios. It is worth noting that the initial lead times for raw materials 1–3 are 2, 1 and 1, respectively (let’s call it scenario (2,1,1)), and the new increased lead times scenarios are (3,1,1), (2,2,1), and (2,1,2). The influences of such variations over the results are presented through Figures 16–22.

In some cases, the influence of the parameter increment is expectable; however, in some other cases, the effect of the changes is far from expectation. This unexpected behavior confirms the importance and virtue of such a comprehensive formulation. The model detects a better solution with a lower objective function value, in which
the offered solution is far from our rough expectations. For example, increasing the due dates, it seems logical that the trend according to the total objective function should be descending as less tardiness is expected to happen, and the results confirm this expectancy. Opposing behaviors of different terms in the objective function, finally, come up with a solution with a lower objective function value. On the other hand, increasing the due dates, one may expect that the tardiness cost shows a descending trend, this is while in some cases, it shows increments. The reason of such a behavior is that the model previously decided to produce the part in precedent
Figure 15. Transportation plans for parts from the plant to the markets during four periods.

<table>
<thead>
<tr>
<th>Table 12. Tardiness values.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( j_1 )</td>
</tr>
<tr>
<td>( p_1 )</td>
</tr>
<tr>
<td>( p_2 )</td>
</tr>
<tr>
<td>( p_3 )</td>
</tr>
<tr>
<td>( p_4 )</td>
</tr>
<tr>
<td>( p_5 )</td>
</tr>
</tbody>
</table>
periods (the tardiness or backorder costs becomes higher than inventory holding costs; thus, the model prefers to undergo the inventory holding costs); however, regarding this increase in due dates, the tardiness cost will be less than its previous amount. Thus, the model prefers to pay the pertinent tardiness cost and deliver the part in its related period.

The effect of lead time variation on the objective function components is depicted in Figure 17. Generally, we can speculate that by increasing the lead time, some raw materials are received after the appropriate time to start producing parts in the required period. As a result, PP strategies (e.g., backordering and inventory holding) will be effective to reduce the tardiness cost happening due to late receipt of raw materials. In brief, increment in the objective function by raising the lead time of raw materials is shown in Figure 17 as we expect that growth.

The effect of an increase in transportation time by vehicles on the objective function components is depicted in Figure 18. It is easily predictable that by increasing the transportation time from the plant to the markets, some parts may be delivered to the markets with some tardiness. As a result, a tardiness cost rises by increasing transportation time and the total objective function is affected in the same manner. The amount of growth in the objective function value due to increasing lead time proves the importance of the lead time parameter.

The effect of an increase in the raw materials order cost on the objective function components is predictable similar to increase in their lead time as depicted in Figure 19.

As seen in Figure 20, the trends which are observed by increasing the backorder and inventory holding costs on the objective function are similar to each other and predictable as well. This may also raise a concern as by increasing these parameters from 30 to 40%, a reduction in the objective function value is seen that is against our prediction. The cause of this behavior of the model is that the CPLEX software is interrupted in

---

**Figure 16.** Influence of due date variations over the tardiness cost, backorder cost, inventory holding cost, and the objective function value.
Figure 17. Influence of lead time variations over the tardiness cost, backorder cost, inventory holding cost, and the objective function value.

a predetermined time before obtaining an optimal solution. As a result, by changing input parameters (i.e., here are backorder and inventory holding costs), the more computational effort may be needed to obtain an optimal solution. Hence, the optimal objective function value in the level of 30% increases in the considered parameters should be lower than the current reported ones. This justifies unprecedented OFV in Figure 20.

Although increasing machines’ relocation cost affects the OFV as we anticipate; however, its effect is marginal and shows that this parameter is not decisive on the solution of the designed example.

As another example, increasing the intracellular and intercellular movement times resulted in some turbulence in the value of the objective function in some cases. The trends for OFV in Figure 22 are ascending as it is expected, there is one unprecedented climb in OFV for 10% increase in inter-cell movement cost tough. This happened due to interruption in a solution process of CPLEX manually and reporting best-known solution at that stage. So, the obtained solution is not an optimal one, which should lower than reported value at level 10%. Nevertheless, it seems that the model is not very sensitive respect to these two parameters in solving the designed example.

Generally, there are clear explanations for all trends on the OFV as the input parameters are changed as well as some unexpected behaviors; however, obviously, tracking and expounding all those behaviors are out of the intention of this study.

5.3. SA parameters tuning

The efficiency of an algorithm is highly influenced by its parameters. Therefore, various levels of parameters may generate different solutions with diverse qualities. If the parameters are not set appropriately, it is not possible to find optimal or near-optimal solutions.
To tune the parameters of an algorithm, there are several methods to statistically design the experimental examination. However, the most commonly-used and exhaustive method is the full factorial experiment [41, 54] which is not always effective because of becoming increasingly difficult to perform examinations while the number of factors becomes considerably large. To decrease the number of required examinations, a fractional factorial experiment (FFE) method was introduced by Cochran and Cox [10]. Taguchi [57] developed a group of FFE matrices that eventually decreases the number of experimentations, although makes available sufficient information. Using a small number of experiments in the Taguchi method, orthogonal arrays are employed to investigate the effects of a large number of different combinations of parameters. Taguchi technique is employed to optimally estimate various parameters affecting a model and it is based on mathematical computations and the design of experiments.

In this technique, first off the parameters influencing the algorithm performance are identified and analyzed based on the input indices where usually the objective function is employed. Then, some combinations of the parameters’ diverse levels are determined and the model is solved by the proposed algorithm with several iterations (here is 5). Based on the given solutions, the efficient values are calculated for the parameters setting.

In this study, the Taguchi technique has been applied by Minitab 17 to set the proposed SA parameters. To achieve better values of parameters for the problems in different sizes, the parameters are set for both small and large ones. Also, 4 parameters of SA algorithm and 4 levels for each one have been taken into account as seen in Table 13.

Figure 23 demonstrates the diagram for the mean signal to noise in the Taguchi method for small-sized problems. According to the final results, 2500 is chosen for $T_{zero}$, 10 for $T_{final}$, 80 for $N_{var}$ and 0.995 for $\alpha$. 

**Figure 18.** Influence of vehicles’ required time variations over the tardiness cost, backorder cost, inventory holding cost, and the objective function value.
Similarly, Figure 24 demonstrates the diagram for the mean signal to noise in the Taguchi method for large-sized problems. According to the final results, 3000 is chosen for $T_{\text{zero}}$, 5 for $T_{\text{final}}$, 120 for $N_{\text{var}}$ and 0.99 for $\alpha$.

5.4. Computational results

To evaluate the performance of the developed SA in comparison with CPLEX, 20 numerical examples with various sizes either generated randomly or taken from the literature are solved. In the first 14 examples,
Figure 21. Influence of machines’ relocation cost variations over the objective function value.

Figure 22. Influence of intra- and inter-cell movement cost variations over the objective function value.

Table 13. Considered levels for parameters of the SA algorithm.

<table>
<thead>
<tr>
<th>Problem size</th>
<th>Parameters</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
<th>Level 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>$T_{zero}$</td>
<td>1000</td>
<td>1500</td>
<td>2000</td>
<td>2500</td>
</tr>
<tr>
<td></td>
<td>$T_{final}$</td>
<td>10</td>
<td>15</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>$N_{var}$</td>
<td>80</td>
<td>100</td>
<td>120</td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>0.98</td>
<td>0.985</td>
<td>0.99</td>
<td>0.995</td>
</tr>
</tbody>
</table>

Large

| $T_{zero}$ | 1000 | 3000 | 5000 | 8000 |
| $T_{final}$| 5    | 10   | 15   | 20   |
| $N_{var}$  | 80   | 100  | 120  | 140  |
| $\alpha$   | 0.98 | 0.985| 0.99 | 0.995|

the tuned parameters for small-sized problems and in the examples 15–20, the tuned parameters for large-sized problems have been employed.

The SA algorithm is coded in Visual Basic software and run 50 replicates on an Intel(R) core(TM) i5 CPU 2.6 GHz computer with 4.00 GB RAM for each test problem, and the best-obtained solution in 50 runs is reported in Table 14.
Figure 23. Main effects plot for the S/N ratios for small-sized problems.

Figure 24. Main effects plot for the S/N ratios for large-sized problems.
Table 14 illustrates the information of test problems and the Objective Function Values (OFV) along with the computational times obtained by the SA algorithm and CPLEX solver. As can be seen from Table 14, SA has obtained the optimal solutions for problems 3, 5, 6 and 10. Furthermore, SA has found near-optimal solutions with an average gap less than 8 percent in much less computational times than CPLEX for problems 1, 2, 4, 7, 8 and 11. Besides, in large-sized problems 9 and 10, CPLEX solver has been interrupted before encountering “Out of Memory” error and the best-obtained solution has been reported. In other test problems including 12–20 even no feasible solution is found before encountering out of memory error due to an extremely high level of computational complexity and as a result, no solution is reported. It has to be noted that the notation * in Table 14 stands for “Out of Memory” message shown in GAMS software.

These satisfactory results obtained by the proposed SA prove the efficiency of the designed algorithm enhanced by the matrix-based chromosome structure and hierarchical solution generation procedure in solving the proposed model.

6. Conclusion

The design and operation of production systems in the current era of global competition are becoming a difficult task and very complex. Modeling and optimization of such complex systems are of paramount importance in achieving competitive advantages. This paper has presented an MINLP model integrating the design of a CMS in a supply chain with PP, TP and parts scheduling decisions under a dynamic environment with a solution approach based on a SA algorithm. In summary, contributions of this model could be summarized as follows:

A three-layer supply chain encompassing the raw materials supplier, the manufacturing plant and the markets have been investigated. At the 1st layer, determining the time and quantities of the raw materials orders are dealt with. At the 2nd layer, the configuration of the cells, the parts operations assignment to the cells and the scheduling of the parts inside the plant are addressed. And ultimately, at the 3rd level, via selecting the suitable vehicles, the parts are delivered to the markets.

The presented model has integrated a huge portion of design features, such as considering a supply chain in a three-layer network with multi-markets, multi-period production planning, parts due date, cell reconfiguration, time and cost of intracellular/intercellular movement, parts scheduling, alternative processing routes, operation sequence, lead time and usage coefficient of raw materials, machine capacity, manufacturing time, cell size limit and transportation time. The extended model was capable of determining optimally: (1) scheduling decisions including the amount of tardiness for each part, the start time and ending time of manufacturing each part operation, and the completion time of each part, (2) PP decisions including the production periods for each part, order amounts of raw materials, inventory level of raw materials and parts, and backorders volume, (3) the intracellular/intercellular movements, (4) the cell reconfigurations, and (5) transportation plan of parts from the plant to the markets. The objective was to minimize total costs of tardiness, intracellular/intercellular movement, machines relocation, purchase and inventory holding of raw materials, parts transportation from the plant to the markets, backorders and parts inventory holding.

To demonstrate the model distinctive capabilities, an illustrative numerical example is solved using CPLEX solver with several sensitivity analyses. The obtained solutions have also demonstrated that this model, to an extent, conquers common disadvantages existing in the presented DCMS models, which have not been yet integrated with other interrelated problems such as PP, TP and parts scheduling simultaneously. However, such a comprehensive model is difficult to solve using off-the-shelf optimization packages employing exact methods such as a branch and cut algorithm. To this end, in this paper, we developed an efficient SA meta-heuristic algorithm for large dimension problems. Moreover, to tune the proposed algorithm parameters, Taguchi technique has been employed. Finally, the computational results revealed that the developed SA had a satisfactory performance in generating near-optimal solutions in comparison with CPLEX solver based on the objective function values and computational time. Besides, for future studies, we can point out the following cases: employing the other new meta-heuristic algorithms, taking into account the layout of machines and cells, designing multi-objective
Table 14. Comparison of CPLEX solver and SA.

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Number of markets</th>
<th>Number of vehicles</th>
<th>Number of raw materials</th>
<th>Number of periods</th>
<th>Number of parts</th>
<th>Number of operations cells</th>
<th>Number of machines</th>
<th>Number of time positions</th>
<th>OFV</th>
<th>Time</th>
<th>Solution gap with lower bound</th>
<th>OFV</th>
<th>Time (s)</th>
<th>SA-CPLEX relative gap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>9387.2</td>
<td>16:10:49</td>
<td>0</td>
<td>9950.2</td>
<td>44 5.9</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>9216.2</td>
<td>2:08:09</td>
<td>0</td>
<td>9543.2</td>
<td>42 3.5</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>8663.2</td>
<td>0:46:17</td>
<td>0</td>
<td>8663.2</td>
<td>42 0</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>10885.3</td>
<td>0:19:43</td>
<td>0</td>
<td>11309.3</td>
<td>37 3.8</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>8993.2</td>
<td>3:42:23</td>
<td>0</td>
<td>8993.2</td>
<td>45 0</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>8001.3</td>
<td>1:33:09</td>
<td>0</td>
<td>8001.3</td>
<td>42 0</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>11720.4</td>
<td>0:20:00</td>
<td>21.49</td>
<td>12791.4</td>
<td>45 9.0</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>8245.2</td>
<td>5:38:15</td>
<td>0</td>
<td>8738.2</td>
<td>40 5.9</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>3</td>
<td>6</td>
<td>3</td>
<td>11259.3</td>
<td>2:20:40*</td>
<td>45.25</td>
<td>9451.3</td>
<td>51 NA</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>3</td>
<td>8137.2</td>
<td>0:57:50*</td>
<td>0.33</td>
<td>8137.2</td>
<td>51 0</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>9</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>9273</td>
<td>2:24:53</td>
<td>0</td>
<td>9802.6</td>
<td>48 5.7</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>10</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>3</td>
<td>*</td>
<td>–</td>
<td>–</td>
<td>10898.6</td>
<td>46 –</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>9</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>3</td>
<td>*</td>
<td>–</td>
<td>–</td>
<td>8907.6</td>
<td>57 –</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>12</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>*</td>
<td>–</td>
<td>–</td>
<td>10245.8</td>
<td>72 –</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>13</td>
<td>3</td>
<td>2</td>
<td>7</td>
<td>4</td>
<td>*</td>
<td>–</td>
<td>–</td>
<td>12827.6</td>
<td>73 –</td>
</tr>
<tr>
<td>16</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>15</td>
<td>3</td>
<td>3</td>
<td>9</td>
<td>5</td>
<td>*</td>
<td>–</td>
<td>–</td>
<td>25848.3</td>
<td>87 –</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>16</td>
<td>3</td>
<td>3</td>
<td>9</td>
<td>5</td>
<td>*</td>
<td>–</td>
<td>–</td>
<td>21667.8</td>
<td>84 –</td>
</tr>
<tr>
<td>18</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>17</td>
<td>3</td>
<td>3</td>
<td>10</td>
<td>6</td>
<td>*</td>
<td>–</td>
<td>–</td>
<td>74511.3</td>
<td>114 –</td>
</tr>
<tr>
<td>19</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>18</td>
<td>3</td>
<td>3</td>
<td>11</td>
<td>7</td>
<td>*</td>
<td>–</td>
<td>–</td>
<td>116789.1</td>
<td>152 –</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>20</td>
<td>3</td>
<td>3</td>
<td>12</td>
<td>8</td>
<td>*</td>
<td>–</td>
<td>–</td>
<td>207544.4</td>
<td>190 –</td>
</tr>
</tbody>
</table>

Notes. *Out of memory. Bold numbers are best obtained objective function values.
models for the problem, investigating the effects of learning and forgetting on the production system, considering assignment of workers with multi-level flexibility, machine reliability issues, and considering uncertainty for parts demands, machine capacity and cost parameters. Another possible extension to this research can be empowering the proposed SA with embedding a linear program sub-problem in the stochastic search of the SA algorithm as the applicability of the proposed SA is limited in solving a real case with large sizes.
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