OPTIMAL PRICING AND DETERIORATING INVENTORY CONTROL WHEN INVENTORY STIMULATES STOCHASTIC DEMAND WITH REFERENCE PRICE EFFECT

Yongrui Duan\textsuperscript{1,2} and Yu Cao\textsuperscript{1,*}

Abstract. We study the joint dynamic pricing and deteriorating inventory management problem in the presence of reference price and stock display effects. In a random potential market setting with convex replenishment/ordering and holding/shortage cost functions, the retailer replenishes/orders and sells a single deteriorating product over a continuous-time infinite horizon to maximize its profit. The demand rate depends negatively on the sales price and positively on the consumers' reference price and displayed stock quantity. The inventories deteriorate physically at a constant fraction of the on-hand stocks. A stochastic optimal control model is established to characterize the optimal policy in a linear feedback form of the state variables when the observed inventory level is either positive or negative. We also investigate the asymptotic behavior of the system and provide sufficient conditions for the stability and monotone convergence of the expected long-run behavior. Finally, we perform numerical examples to illustrate the theoretical results and sensitivity analysis to derive insights into deteriorating inventory management under reference price and stock display effects. The findings suggest that current reference price level has a positive effect while inventory level has a negative on the optimal replenishment rate and price. We characterize the sample paths of optimal strategies and find that the initial consumer reference price has an important impact on the firm’s optimal operations management. On the expected long-run behavior, it is beneficial for the firm to reduce demand uncertainty and deteriorating rate. We also observe that a large factor of displayed stock effect brings a positive effect on the total expected profit. Additionally, the firm needs to reduce (increase) the price and increase (reduce) the replenishment rate with high reference price effect intensity (memory factor).
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1. Introduction

Consumers form a memory of past prices of items in their frequent transactions and past shopping experiences. They develop price expectations when consumers are exposed to sales prices for some time. This expectation, as a benchmark point against which the current price of products is compared, is characterized by the concept...
of reference price \[24, 42\]. The empirical evidence that consumers’ reference price influences their purchasing behavior has been studied in the marketing literature \[30, 40\]. The difference or relative difference between the reference price and the sales price plays an important role in product demand. If the current price exceeds the reference price, consumers perceive a loss or a surcharge and are less attracted to make the purchase, thus, demand decreases in the short term; otherwise, consumers perceive a gain or a discount which will lead to increased demand. This phenomenon is known as the reference price effect \[10\]. Consumers are loss-averse (loss-seeking) if demand is more sensitive to gains (losses) than losses (gains); otherwise they are loss-neutral. The firms cannot directly affect how consumers form reference price but can influence it using a dynamic pricing strategy (e.g., skimming, penetration or cyclical) by considering consumers’ reference price effect \[26\]. Dynamic pricing under reference price effect has attracted many academicians’ attentions in the marketing and economics literature. For a review of relevant literature, see \[4, 40\].

However, most existing models in these streams of literature ignore the demand-stimulating role of retail inventories. The fact that displayed stocks have a stimulating effect on demand has been observed by marketing researchers and practitioners. In some retailing industries, it is expected that the demand rate depends on the displayed stock level. Especially for deteriorating items\(^3\), more items in shelf space attracts more consumers to purchase them \[37\]. This happens because of visibility and popularity which stimulates demand by creating novelty or impulse-buy opportunities. Consequently, the stock level built up often has a positive effect on the sales and the profitability. Wolfe \[54\] provides empirical evidence to support that the demand rate changes with the displayed inventory. Levin et al. \[35\] observe that large piles of consumer goods displayed in a supermarket will lead customers to buy more. Later, many researchers have developed inventory models to quantify this phenomenon. For example, Baker and Urban \[5\] first develop an EOQ model for a power-form inventory-level-dependent demand pattern. Mandal and Phaujdar \[39\] propose an economic production quantity model for deteriorating items with a linear stock-dependent demand rate. Pal et al. \[44\] generalize the inventory model of Baker and Urban \[5\] for deteriorating items with a constant deterioration rate. Certainly, a large number of other researchers have been focusing on deteriorating inventory model with an inventory-dependent demand rate, such as \[7, 25, 34, 45, 48, 53\] and so on.

Along with dynamic pricing, firms also focus on effective inventory schedules (e.g., replenishment or production strategies) in the presence of demand uncertainty and violent market competition. Lack of effective inventory management can significantly affect the pricing strategies and thus damage the profit of deteriorating products of a retailer. Although the importance of reference price and stock display effects has been repeatedly emphasized by both researchers and marketers, very few of them pay attention to these two effects simultaneously. In this paper, we investigate the dynamic pricing and deteriorating inventory strategy in the presence of reference price effect when displayed stock stimulates demand. In the continuous-time framework, we develop a single-item joint replenishment/ordering and pricing model of deteriorating inventory, incorporated with stochastic reference- and inventory-dependent demand rate. The reference price is modeled as a continuous weighted average of past prices with an exponentially decaying weighting function. The random disturbance of market potential is characterized as a stochastic differential equation which transforms the optimization problem into a stochastic control problem. We assume a constant proportion of the items on the shelf will deteriorate per time-unit and the unsatisfied demand is fully backlogged. We characterize the optimal feedback replenishment/ordering and pricing strategies of a profit-maximizing retailer when inventory level is either positive or negative. Moreover, we derive the expected steady-states and provide sufficient conditions for their stability and monotone convergence. Finally, a numerical example is presented to illustrate the developed model. We also carry out the sensitivity analysis of the optimal solutions with respect to the main model parameters. Our analysis highlights the impact of reference price and stock displayed effects on the firm’s optimal strategies and profitability.

\(^3\)According to Li et al. \[37\], the deterioration is defined as the damage, spoilage, dryness, vaporization, etc., that results in the decreasing usefulness from the original condition. Examples include almost all food stuffs, fashionable items, electronic products, etc.
In particular, we make the following contributions. First, to the best of our knowledge, this study is the first paper to integrate reference price and stock displayed effects into stochastic replenishment inventory model for deteriorating items in a continuous-time framework. Second, this work proposes a different approach, i.e., stochastic optimal control, to modeling and analyzing the above problem. This approach has been proved efficiently in many economic, managerial and industrial applications (see, e.g., [49]). By employing the dynamic programming principle, the stochastic control model is transformed into a Hamilton–Jacobi–Bellman (HJB) equation which characterizes the optimal solutions in a linear feedback form with respect to the two state variables. The advantage of our continuous approach avoids the curse of dimensionality and thus requires computation efforts to solve the HJB equation.

The rest of this paper is organized as follows. Section 2 reviews the literature related to this study. We describe the basic notation, assumptions, and formulation of our model in Section 3. Section 4 provides the model analysis. Section 5 conducts a numerical example and presents the sensitivity analysis to demonstrate the theoretical results. Section 6 is for conclusion and future research. All proofs are relegated to the appendix.

2. Literature review

In this section, we review the literature related to this study and identify the research gap to clarify our contribution. This work is built upon three streams of research in the literature: (a) reference price effect, (b) deteriorating inventory management with stock displayed effect, and (c) joint replenishment/production and pricing strategy.

The topic of reference price has been studied in economics and marketing literature. Sorger [50] and Kopalle and Winer [33] model the reference price as a continuous weighted average of the historical price exposures of the consumer with an exponentially decaying weighting function. Kalyanaram and Winer [30] first empirically support that consumers use reference prices in brand choices and they rely on past prices as part of the reference price formation process. Briesch et al. [6] empirically evaluate five alternative reference price models. They find that the model based on the brand’s own price history, i.e., a memory-based model, is the best. In a continuous-time framework, Fibich et al. [22] propose a two-stage optimization method to solve the nonsmooth dynamic pricing problem under asymmetric reference price effect and deterministic linear demand. Popescu and Wu [47] generalize their work under more general demand with reference effect in a discrete-time setting. Zhang et al. [57] extend the work of Fibich et al. [22] to a competitive supply chain. Chenavaz [11] investigates the structural properties of a general demand function under reference price effect with an optimal control framework. The author shows that the reference price effect weakens the market power of the firm and constitutes a main driver of the dynamics of the selling price. Hu et al. [9] investigate a finite-horizon dynamic pricing model under asymmetric reference effect. They identify several structural properties of the problem and develop strongly polynomial-time algorithms to compute the optimal strategies for some plausible scenarios. Interested readers are referred to [4] for other articles on dynamic pricing models with reference price effect consideration. However, the above papers do not consider the replenishment/inventory decision and ignore the deterioration of items. Different from these studies, we explicitly model the deteriorating inventory in our setting and consider stock displayed effect.

The literature on the EOQ inventory model for deteriorating items under inventory-dependent demand is rich. Padmanabhan and Vrat [43] develop a deteriorating EOQ inventory model with a stock dependent selling rate and a constant deterioration rate. They solve the EOQ model in cases of complete, partial, and no backlogging, respectively. Dye and Ouyang [15] extend the work of Padmanabhan and Vrat [43] by considering a time-proportional backlogging rate and show the existence and uniqueness of the solutions. Yang et al. [56] investigate a deteriorating inventory under inflation and stock-dependent consumption rate in the presence of partial backlogging, time-varying replenishment cycles, and time-varying shortage intervals. Lee and Dye [34] establish a deteriorating inventory model with stock-dependent demand. They optimize joint preservation technology cost and replenishment schedule to maximize the total profit per unit time and provide a simple algorithm to identify the optimal solution. Recently, a large body of papers in this stream of literature also integrate
price factor. For example, an EPQ model for deteriorating items is formulated by Teng and Chang [52] when the demand function is price- and inventory-display-dependent. They assume the limited shelf space and give the necessary conditions to obtain an optimal solution. Hou and Lin [28] integrate inflation and time value of money into a deterministic EOQ deteriorating inventory model with price- and inventory-dependent selling rates. Mishra et al. [41] address an EOQ inventory problem for deteriorating seasonal items by incorporating price- and stock-dependent demand function and preservation technology investment in the case of complete or partial backordering. Feng et al. [20] derive the optimal selling price, cycle time, and non-zero ending inventory level when the demand rate for perishable products depends on selling price, freshness and displayed stocks. They show that the profit is strictly pseudo-concave in the decision variables. Our paper differs from the above studies by integrating dynamic pricing and reference price effect into a stochastic inventory management model for deteriorating items when displayed stock has a positive effect on demand rate.

There is an extensive literature on joint dynamic replenishment/production and pricing decisions using control theory in continuous-time framework. Pekelman [46] first use control theory to study a continuous-time price and production schedule over a finite horizon with time-dependent demand rate and nonnegative inventory constraint. Thereafter, many researchers extend this seminal work under different assumptions, including nonlinear demand function [18]; cost and demand learning effects [29]; no backorders [1]; competition [2]; distribution channel [16, 17]; demand uncertainty [27] and so on. Some papers in this stream of literature also integrate deterioration of products. Feng et al. [21] extend the work of Pekelman [46] into perishable items with a constant deterioration rate. Feng [19] furthers extend their work to dynamic pricing, quality investment and production/replenishment problem for perishable items. Lu et al. [38] investigate joint pricing and replenishment inventory system for perishable items when the deterministic demand rate depends both on selling price and inventory level displayed. Xue et al. [55] obtain the optimal dynamic pricing strategies for deteriorating items when demand is deterministic and reference-price dependent. Li et al. [38] and Duan et al. [14] consider a joint dynamic production and pricing deteriorating inventory model under stochastic setting over an infinite horizon and a finite horizon, respectively. In contrast to the above papers, we integrate reference price and stock display effects into the deteriorating inventory model under stochastic demand in a continuous-time framework.

In summary, to highlight the contributions of this work, Table 1 summarizes the major model settings of this paper and the relevant literature.

3. Model description

3.1. Basic notation and assumptions

For ease of reference, the basic notation to be used in the following joint replenishment/ordering and pricing inventory model is summarized in Table 2. Also, we need the following assumptions:

- A retailer maintains an inventory system of a single deteriorating product to meet consumers’ demand.
- The retailer dynamically replenishes/orders and sells the items over an infinite horizon to maximize his expected profit.
- The replenishment rate is infinite and the lead time is zero.
- The shortage is allowed.

Reference price formulation. Following [22, 33, 50], we model the reference price \( r(t) \) as an exponential smoothing process of historical price representing a decaying memory effect as follows:

\[
r(t) = \beta e^{-\beta t} \int_{-\infty}^{t} e^{\beta s} p(s) \, ds,
\]

\(^4\text{We refer the interested readers to [8] for a comprehensive review on joint pricing and inventory management in a discrete-time framework.}\)
where $\beta$ is the memory parameter or a proxy of customer loyalty [47] and $p(t)$ is the selling price at time $t$. Differentiating the above equation, we obtain the following ordinary differential equation:

$$dr(t) = \beta(p(t) - r(t))dt, \quad r(0) = r_0,$$

(3.1)

where $r_0$ is the initial reference price at time $t = 0$ and can be determined by, for example, prices of similar products.

**Demand function.** Assume that the demand function is dependent on the reference price and displayed stock. Let $x(t)$ be the stock level on the shelf. The reference price- and inventory-dependent demand rate $D(p(t), r(t), x(t))$ builds upon a standard linear demand function $D(p(t)) = a - bp(t)$ (see, e.g., [12, 16]) in the absence of reference and stocks display effects (i.e., $\beta = 0$). More specifically, it is specified as follows:

$$D(p(t), r(t), x(t)) = a - bp(t) + \gamma(r(t) - p(t)) + \alpha x(t)\mathbb{1}_{x(t) \geq 0},$$

(3.2)

where $a$, $b$, $\gamma$ and $\alpha$ are nonnegative parameters. $b$ captures the impact of the price on demand. $\mathbb{1}_A = 1$ is the indicator function of $A$: $\mathbb{1}_A(x) = 1$, if $x \in A$, and 0 otherwise. Hence, $x(t)\mathbb{1}_{x(t) \geq 0}$ is the stock on display at time $t$. Our demand function specifies that, first, the market potential is the sum of a constant $a$, typically in the classical linear demand model, and a time-varying function $\alpha x(t)\mathbb{1}_{x(t) \geq 0}$, where $\alpha$ is the sensitivity of the demand with respect to the displayed stock level. As a result, a higher display stock level induces a larger market potential. The linear stock-dependent demand rate is common in the literature, e.g., [39]. Second, the demand rate negatively depends on product price, capturing the economic role of price, a standard assumption. Finally, the term $\gamma(r(t) - p(t))$ indicates the consumers’ reference price effect, where $\gamma$ measures the intensity of this effect. We assume that the demand is in the form of linear and additive reference price effect (see, e.g., [22]). Consumers perceive gains if the selling price is below the reference price; otherwise losses. Further, we assume the reference price effect is symmetric, i.e., consumers are loss/gain neutral.
Table 2. The notation used throughout this paper.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>Continuous-time argument, $t \in [0, \infty)$</td>
</tr>
<tr>
<td>$a$</td>
<td>Mean market size, $a &lt; \infty$</td>
</tr>
<tr>
<td>$b$</td>
<td>Demand sensitivity to the price, $b &gt; 0$</td>
</tr>
<tr>
<td>$D(p(t), r(t), x(t))$</td>
<td>Demand rate function at time $t$</td>
</tr>
<tr>
<td>$Q(t)$</td>
<td>Cumulative demand up to time $t$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Reference price effect intensity</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Memory parameter or the speed of adjustment of the reference price</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Sensitivity of the demand to the displayed stock level</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Constant deterioration coefficient</td>
</tr>
<tr>
<td>$W(t)$</td>
<td>Standard Wiener process (Brownian motion)</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Volatility parameter of the market size</td>
</tr>
<tr>
<td>$x_0$, $r_0$</td>
<td>Initial inventory level and reference level, respectively</td>
</tr>
<tr>
<td>$h$, $s$</td>
<td>Inventory/shortage cost coefficient, $h, s &gt; 0$</td>
</tr>
<tr>
<td>$c$</td>
<td>Replenishment cost coefficient, $c &gt; 0$</td>
</tr>
<tr>
<td>$E$</td>
<td>Expectation operator</td>
</tr>
<tr>
<td>$p$, $\bar{p}$</td>
<td>The lower bound and upper bound of the price, respectively, $\bar{p} &gt; p &gt; 0$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Discount factor</td>
</tr>
<tr>
<td>$\mathcal{A}$</td>
<td>Admissible control set</td>
</tr>
<tr>
<td>$V(x, r)$</td>
<td>Profit-to-go function</td>
</tr>
</tbody>
</table>

Further, let $Q(t)$ denote the cumulative demand up to time $t$, and it satisfies the following stochastic process:

$$dQ(t) = D(p(t), r(t), x(t))dt - \sigma dW(t), \quad t \geq 0,$$

(3.3)

where $\sigma^2$ is the variance capturing a random shock on the market potential and $W(t)$ denotes a standard Weiner process.

**Inventory dynamics.** The retailer displays all the products ordered on the ample shelf to stimulate demand. Let $u(t)$ be the instantaneous replenishment rate. Then the inventory level $x(t)$ satisfies the following continuous-time dynamics captured by the Itô stochastic differential equation:

$$dx(t) = u(t)dt - f(x(t))1_{x(t) \geq 0} - dQ(t).$$

Furthermore, considering equations (3.3) and (3.2), the above inventory dynamics becomes:

$$dx(t) = \left( u(t) - f(x(t))1_{x(t) \geq 0} - (a - bp(t) + \gamma (r(t) - p(t)) + \alpha x(t)1_{x(t) \geq 0}) \right) dt + \sigma dW(t), \quad x(0) = x_0, \quad t \geq 0,$$

(3.4)

where $x_0$ is the initial inventory stock. Assume that items deteriorate immediately once they are placed on the retail shelf. For analytical tractability and model clarification, we assume $f(x(t)) = \theta x(t)$, i.e., the stocks deteriorate physically at a constant fraction $\theta$ of the on-hand inventory, this assumption has been commonly used in the deteriorating inventory literature [19, 21, 38, 43, 44]. Equation (3.4) implies that the instantaneous change of the display stock level is stochastic whereas the current stock level is known. This random inventory system comprises two components. The deterministic component $(u(t) - f(x(t))1_{x(t) \geq 0} - \theta x(t))$ captures the deterministic aspects of the inventory process, while the stochastic term $\sigma dW(t)$ models the random shocks that affect the inventory level. This separation allows for a more tractable analysis and provides insights into the behavior of the inventory system under uncertainty.
(a - bp(t) + γ(r(t) - p(t)) + αx(t)1_{x(t)≥0}) in equation (3.4), i.e., the drift coefficient, represents the expected change in stock level at time t under replenishment rate u(t) and sales price p(t). The random component of (3.4) involves the stochastic demand process σdW(t), where σ is referred to as the diffusion coefficient. If the difference between the accumulated quantity ordered and demand at time t is positive (i.e., the stock surplus x(t) > 0), the display products deteriorate at a given rate and are used to satisfy consumers’ demand. As a consequence, an inventory holding cost is incurred. Otherwise, a shortage (i.e., x(t) < 0) occurs and orders are fully backlogged which results in a backlog cost. In line with many replenishment/production control models (see, e.g., [2,14,17,38]), we assume that the holding/shortage costs and replenishment cost to be convex and quadratic as follows

\[ H(x(t)) = \begin{cases} h x^2(t), & x(t) \geq 0, \\ s x^2(t), & x(t) < 0, \end{cases} \text{ and } C(u(t)) = cu^2(t), \]

where the holding/shortage cost coefficients h and s, as well as replenishment cost parameter c are positive.

### 3.2. Joint replenishment and pricing inventory model

Let \( E[\cdot] \) denote the expectation operation, then the retailer’s objective functional is specified as:

\[
E \int_0^\infty e^{-pt}[p(t)Q(t) - (C(u(t)) + H(x(t)))] dt
\]

\[
= E \int_0^\infty e^{-pt}[p(t)D(p(t),r(t),x(t)) - C(u(t)) - H(x(t))] dt - E \int_0^\infty e^{-pt}p(t)\sigma dW(t)
\]

\[
= E \int_0^\infty e^{-pt} \left[ p(t) \left( a - bp(t) + \gamma(r(t) - p(t)) + \alpha x(t)1_{x(t)≥0} \right) - C(u(t)) - H(x(t)) \right] dt,
\]

where \( \rho > 0 \) is the discount factor. The first equality holds due to equation (3.3) and the last equality is derived by equation (3.2) and \( E \int_0^\infty e^{-pt}p(t)\sigma dW(t) = 0 \) by Theorem 4.4.14(e) in [3].

We model the retailer’s operations as a continuous-time stochastic joint pricing and deteriorating inventory control problem. Let \( \mathcal{A} = \{(u(t),p(t)) | (u(t),p(t)) \in [0,\infty) \times [p,\overline{p}] \} \) denote the retailer’s admissible control set. The goal is to find the optimal policy \( (u^*(t),p^*(t)) \in \mathcal{A} \) to maximize the firm’s expected intertemporal profit over the time horizon \([0,\infty)\) subject to the state equations (3.1) and (3.4), that is,

\[
\max_{(u(t),p(t)) \in \mathcal{A}} E \int_0^\infty e^{-pt} \left[ p(t) \left( a - bp(t) + \gamma(r(t) - p(t)) + \alpha x(t)1_{x(t)≥0} \right) - C(u(t)) - H(x(t)) \right] dt \qquad (3.5)
\]

subject to

\[
dx(t) = (u(t) - a + (b + \gamma)p(t) - \gamma r(t) - (\theta + \alpha)x(t)1_{x(t)≥0}) dt + \sigma dW(t), \quad x(0) = x_0,
\]

\[
dr(t) = \beta(p(t) - r(t)) dt, \quad r(0) = r_0, \quad t \geq 0,
\]

where \( x(t) \) and \( r(t) \) are the state variables and \( u(t) \) and \( p(t) \) are the control variables. Hereafter, we omit the time argument when no ambiguity may arise.

### 4. Optimal decisions

We will solve model (3.5) via the development of the Hamilton–Jaciobi–Bellman (HBJ for short) equation satisfied by a certain “value function”. To this end, a standard stochastic dynamic programming technique will be adopted. More specifically, we define \( V(x,r) \) as the profit-to-go function, i.e., the optimal profit onward if the current inventory and reference price pair is \((x,r)\). Formally, \( V(x,r) \) can be defined as

\[
V(x,r) = \max_{(u,p) \in \mathcal{A}} E \int_t^\infty e^{-pt} \left[ p \left( a - bp + \gamma(r - p) + \alpha x1_{x(t)≥0} \right) - C(u) - H(x) \right] dt
\]
The principle of optimality gives

\[ V(x,r) = \max_{(u,p) \in \mathcal{A}} E\{ [p(a - bp + \gamma(r - p) + \alpha x 1_{x(t) \geq 0}) - C(u) - H(x)] dt + V(x + dx, r + dr) \} \tag{4.1} \]

By Taylor’s expansion and the theory of stochastic calculus [3], the corresponding HJB equation reads as

\[ \rho V = \max_{(u,p)} \left\{ p(a - bp + \gamma(r - p) + \alpha x 1_{x \geq 0}) - C(u) - H(x) + V_x(u - a + (b + \gamma)p) - \gamma r - (\theta + \alpha)x 1_{x \geq 0} + V_r(p - r) + \frac{1}{2} \sigma^2 V_{xx} \right\}, \tag{4.2} \]

where \( V_i = \frac{\partial V}{\partial i} \) and \( V_{ii} = \frac{\partial^2 V}{\partial i^2}, \ i = x, r \). The marginal valuations \( V_x \) and \( V_r \) measure the instantaneous change in \( V(x,r) \) per unit of the inventory and reference price, i.e., the shadow price.

The first-order optimality conditions imply

\[ u^* = \frac{V_x}{2c}, \tag{4.3} \]
\[ p^* = \frac{a + \gamma r + \alpha x 1_{x \geq 0}}{2(b + \gamma)} + \frac{V_x}{2} + \frac{\beta V_r}{2(b + \gamma)}. \tag{4.4} \]

Next, inserting (4.3) and (4.4) into the right-hand side of the HJB equation (4.2) yields

\[ \rho V = \left( \frac{1}{4c} + \frac{b + \gamma}{4} \right) V_x^2 + \frac{\beta^2}{4(b + \gamma)} V_r^2 + \frac{\beta}{2} V_x V_r - \frac{a + \gamma r + (\alpha + 2\theta)x 1_{x \geq 0}}{2} V_x \]
\[ + \left( \frac{\beta(a + \gamma r + \alpha x 1_{x \geq 0})}{2(b + \gamma)} - \beta r \right) V_r + \frac{(a + \gamma r + \alpha x 1_{x \geq 0})^2}{4(b + \gamma)} - H(x) + \frac{1}{2} \sigma^2 V_{xx}. \tag{4.5} \]

To solve (4.5), using the method of undetermined coefficients, we conjecture a polynomial form of the profit-to-go function in the following proposition.

**Proposition 4.1.** The following expression satisfies the HJB equation associated with problem (3.5):

\[ V(x,r) = a_1 + a_2 x + a_3 x^2 + a_4 x r + a_5 r + a_6 r^2, \tag{4.6} \]

where coefficients \( a_i, i = 1, \ldots, 6 \) are given in Appendix A.

Proposition 4.1 presents the firm’s value function being quadratic in the inventory and reference price, which is not surprising as it is well-known that such a standard stochastic linear-quadratic optimal control problem (i.e., the diffusion equation is linear in both state and control variables and the objective function is quadratic) admits quadratic value function (see, e.g., [32]). With respect to Proposition 4.1, for \( x \geq 0 \) (or \( x < 0 \)), we derive two Riccati systems consists of six non-linear algebraic equations (see Appendix A) that determine \( a_i \) (or \( \tilde{a}_i \)), \( i = 1, \ldots, 6 \), respectively. As a result, equations (4.3) and (4.4) become

\[ u^* = \frac{1}{2c} (a_2 + 2a_3 x + a_4 r), \]
\[ p^* = \frac{a + \gamma r + \alpha x 1_{x \geq 0}}{2(b + \gamma)} + \frac{a_2 + 2a_3 x + a_4 r}{2} + \frac{\beta(a_4 x + a_5 + 2a_6 r)}{2(b + \gamma)}, \]

then we have the following corollary.

**Corollary 4.2.** With the real-valued constants \( a_1 - a_6 \) and \( \tilde{a}_1 - \tilde{a}_6 \) satisfying the Riccati systems in Appendix B,
(i) when \( x(t) \geq 0 \), if \( a_2 + 2a_3 x + a_4 r \geq 0 \) and \( 2(b + \gamma) p \leq \alpha_1 + (\alpha + \alpha_2) x + \alpha_3 r \leq 2(b + \gamma) p \), the optimal feedback replenishment rate and selling price are

\[
\begin{align*}
    u^*(x, r) &= \frac{1}{2c} (a_2 + 2a_3 x + a_4 r), \\
    p^*(x, r) &= \frac{1}{2(b + \gamma)} (\alpha_1 + (\alpha + \alpha_2) x + \alpha_3 r),
\end{align*}
\]

where \( \alpha_1 = a + (b + \gamma) a_2 + \beta a_5 \), \( \alpha_2 = 2(b + \gamma) a_3 + \beta a_4 \) and \( \alpha_3 = \gamma + (b + \gamma) a_4 + 2 \beta a_6 \). Otherwise, if \( a_2 + 2a_3 x + a_4 r < 0 \), then \( u^*(x, r) = 0 \); if \( \alpha_1 + (\alpha + \alpha_2) x + \alpha_3 r < 2(b + \gamma) p \), then \( p^*(x, r) = p \); and if \( \alpha_1 + (\alpha + \alpha_2) x + \alpha_3 r > 2(b + \gamma) p \), then \( p^*(x, r) = p \).

(ii) when \( x(t) < 0 \), if \( \tilde{a}_2 + 2\tilde{a}_3 x + \tilde{a}_4 r \geq 0 \) and \( 2(b + \gamma) p \leq \tilde{\alpha}_1 + \tilde{\alpha}_2 x + \tilde{\alpha}_3 r \leq 2(b + \gamma) p \), the optimal feedback replenishment rate and selling price are

\[
\begin{align*}
    u^*(x, r) &= \frac{1}{2c} (\tilde{a}_2 + 2\tilde{a}_3 x + \tilde{a}_4 r), \\
    p^*(x, r) &= \frac{1}{2(b + \gamma)} (\tilde{\alpha}_1 + \tilde{\alpha}_2 x + \tilde{\alpha}_3 r),
\end{align*}
\]

where \( \tilde{\alpha}_1 = a + (b + \gamma) \tilde{a}_2 + \beta \tilde{a}_5 \), \( \tilde{\alpha}_2 = 2(b + \gamma) \tilde{a}_3 + \beta \tilde{a}_4 \) and \( \tilde{\alpha}_3 = \gamma + (b + \gamma) \tilde{a}_4 + 2 \beta \tilde{a}_6 \). Otherwise, if \( \tilde{a}_2 + 2\tilde{a}_3 x + \tilde{a}_4 r < 0 \), then \( u^*(x, r) = 0 \); if \( \tilde{\alpha}_1 + \tilde{\alpha}_2 x + \tilde{\alpha}_3 r < 2(b + \gamma) p \), then \( p^*(x, r) = p \); and if \( \tilde{\alpha}_1 + \tilde{\alpha}_2 x + \tilde{\alpha}_3 r > 2(b + \gamma) p \), then \( p^*(x, r) = p \).

Using verification theorem (see, e.g., [23], Thm. 4.1 in Chap. VI), one can easily verify that \( u^*(x, r) \) and \( p^*(x, r) \) (in Cor. 4.2) solved in this way is indeed optimal and \( V(x, r) \) is given by (4.6). As is customary in an infinite-horizon control problem, the firm can choose stationary feedback strategies, that is, the replenishment and pricing strategies depend on the states but not on time (explicitly). Corollary 4.2 suggests that the optimal replenishment rate and pricing strategies both are linearly dependent on the two observed state variables \( (x, r) \) when the current inventory level \( x \) is positive or negative, which provides quantitative relationships between optimal policies and system parameters. The linear feedback solutions present a closed-loop strategy-making approach which allows the manager to dynamically adjust his replenishment and pricing strategies in response to any change of the inventory and reference price levels, and thus it serves as a powerful tool to support managers in making operational decisions. Note that although the replenishment and price decisions both are deterministic functions of \( x \) and \( r \), the intertemporal replenishment path \( u^*(x(t), r(t)) \) and price path \( p^*(x(t), r(t)) \) will be random because the inventory level \( x(t) \) stochastically evolves over time. Thus, we can not specify deterministically the temporal replenishment and price paths a priori. In the following numerical section, we will simulate the sample paths of optimal solutions to further illustrate Corollary 4.2.

In the following analysis, we assume that the systems admit interior solutions. Substituting the optimal strategies (4.7), (4.8) and (4.9), (4.10) into the state equations (3.1) and (3.4), respectively, yields two systems of two linear differential equations.

If \( x \geq 0 \),

\[
\begin{align*}
    dx &= \left[ \frac{1}{2c} (a_2 + 2a_3 x + a_4 r) - a + \frac{1}{2} (\alpha_1 + (\alpha + \alpha_2) x + \alpha_3 r) - \gamma r - (\theta + \alpha) x \right] dt + \sigma dW, \\
    dr &= \beta \left[ \frac{1}{2(b + \gamma)} (\alpha_1 + (\alpha + \alpha_2) x + \alpha_3 r) - r \right] dt,
\end{align*}
\]

and if \( x < 0 \),

\[
\begin{align*}
    dx &= \left[ \frac{1}{2c} (\tilde{a}_2 + 2\tilde{a}_3 x + \tilde{a}_4 r) - a + \frac{1}{2} (\tilde{\alpha}_1 + \tilde{\alpha}_2 x + \tilde{\alpha}_3 r) - \gamma r \right] dt + \sigma dW, \\
    dr &= \beta \left[ \frac{1}{2(b + \gamma)} (\tilde{\alpha}_1 + \tilde{\alpha}_2 x + \tilde{\alpha}_3 r) - r \right] dt.
\end{align*}
\]
Applying the expectation operation on both sides of the above systems and making a simplification, we have for case $x \geq 0$,

$$
\dot{X} = \frac{a_2}{2c} - a + \frac{1}{2} \alpha_1 + \left( \frac{a_3}{c} + \frac{1}{2} (\alpha + \alpha_2) - (\theta + \alpha) \right) X + \left( \frac{a_4}{2c} + \frac{1}{2} \alpha_3 - \gamma \right) R, \quad (4.11)
$$

$$
\dot{\hat{R}} = \frac{\beta \alpha_1}{2(b + \gamma)} + \frac{\beta (\alpha + \alpha_2)}{2(b + \gamma)} X + \left( \frac{\beta \alpha_3}{2(b + \gamma)} - \beta \right) R, \quad (4.12)
$$

and for case $x < 0$,

$$
\dot{\hat{X}} = \frac{\tilde{a}_2}{2c} - a + \frac{1}{2} \tilde{\alpha}_1 + \left( \frac{\tilde{a}_3}{c} + \frac{1}{2} \tilde{\alpha}_2 \right) X + \left( \frac{\tilde{a}_4}{2c} + \frac{1}{2} \tilde{\alpha}_3 - \gamma \right) R, \quad (4.13)
$$

$$
\dot{\hat{R}} = \frac{\beta \tilde{\alpha}_1}{2(b + \gamma)} + \frac{\beta \tilde{\alpha}_2}{2(b + \gamma)} X + \left( \frac{\beta \tilde{\alpha}_3}{2(b + \gamma)} - \beta \right) R, \quad (4.14)
$$

where $X = E(x)$ and $R = E(r)$.

The next proposition characterizes the steady-state equilibria.

**Proposition 4.3.** Under the optimal policy (4.7) to (4.10),

(i) the optimal expected steady-state equilibria are given by:

if $x \geq 0$,

$$
u^{ss} = \frac{1}{2c} (a_2 + 2a_3 X^{ss} + a_4 R^{ss}),$$

$$p^{ss} = R^{ss} = \frac{-\alpha_1 (2a_3 + c(\alpha + \alpha_2) - 2c(\alpha + \theta)) - (\alpha + \alpha_2)(2ca - a_2 - ca_1)}{(2a_3 + c(\alpha + \alpha_2) - 2c(\alpha + \theta))(\alpha_3 - 2(b + \gamma)) - (\alpha + \alpha_2)(a_4 + ca_3 - 2c\gamma)},$$

$$X^{ss} = \frac{(2ca - a_2 - ca_1)(\alpha_3 - 2(b + \gamma)) + ca_1(a_4 + ca_3 - 2c\gamma)}{(2a_3 + c(\alpha + \alpha_2) - 2c(\alpha + \theta))(\alpha_3 - 2(b + \gamma)) - (\alpha + \alpha_2)(a_4 + ca_3 - 2c\gamma)},$$

$$V^{ss} = a_1 + a_2 X^{ss} + a_3 (X^{ss})^2 + a_4 X^{ss} R^{ss} + a_5 R^{ss} + a_6 (R^{ss})^2,$$

and if $x < 0$,

$$
u^{ss} = \frac{1}{2c} (\tilde{a}_2 + 2\tilde{a}_3 X^{ss} + \tilde{a}_4 R^{ss}),$$

$$p^{ss} = R^{ss} = \frac{-\tilde{\alpha}_1 (2\tilde{a}_3 + c\tilde{\alpha}_2) - \tilde{a}_2(2ca - \tilde{a}_2 - c\tilde{a}_1)}{(2\tilde{a}_3 + c\tilde{\alpha}_2)(\tilde{\alpha}_3 - 2(b + \gamma)) - \tilde{a}_2(\tilde{a}_4 + c\tilde{a}_3 - 2c\gamma)},$$

$$X^{ss} = \frac{(2ca - \tilde{a}_2 - c\tilde{a}_1)(\tilde{\alpha}_3 - 2(b + \gamma)) + \tilde{a}_1(\tilde{a}_4 + c\tilde{a}_3 - 2c\gamma)}{(2\tilde{a}_3 + c\tilde{\alpha}_2)(\tilde{\alpha}_3 - 2(b + \gamma)) - \tilde{a}_2(\tilde{a}_4 + c\tilde{a}_3 - 2c\gamma)},$$

$$V^{ss} = \tilde{a}_1 + \tilde{a}_2 X^{ss} + \tilde{a}_3 (X^{ss})^2 + \tilde{a}_4 X^{ss} R^{ss} + \tilde{a}_5 R^{ss} + \tilde{a}_6 (R^{ss})^2,$$

where the superscript “ss” stands for steady-state;

(ii) the steady-states in (i) is independent of the initial inventory level $x_0$ and reference price $r_0$.

**Proof.** See Appendix B. \qed

When the planning horizon is infinite, it makes sense to focus on the long-run behaviors of the system. Thus, Proposition 4.3 provides the expected steady-state results of the optimal strategies, state variables, as well as profit, which allows us to perform comparative statics analysis to examine the sensitivity of the equilibria.
to major model parameters in the next section as a standard analytical method is not available to us. At the expected equilibria, the reference price effect would disappear (i.e., $p^{ss} = R^{ss}$). However, note that the parameter $\gamma$ does play a role in driving the dynamics to their steady-states. For notation convenience, for $x \geq 0$ (resp. $x < 0$) we denote by $J$ (resp. $\tilde{J}$) the Jacobian matrix for (4.11) and (4.12) (resp. (4.13) and (4.14)), by $\det(J)$ (resp. $\det(\tilde{J})$) its determinant, and by $\text{tr}(J)$ (resp. $\text{tr}(\tilde{J})$) its trace. Then we conclude the stability and convergence properties of the expected equilibria in Proposition 4.4.

Proposition 4.4. For the problem (3.5), when $x \geq 0$, if

$$
(2a_3 + c(a + a_2) - 2c(a + \theta))((a_3 - 2(b + \gamma)) - (a + a_2)(a_4 + c\alpha_3 - 2c\gamma)) > 0,
$$

then when $x < 0$, if

$$
(2\tilde{a}_3 + c\tilde{a}_2)((\tilde{a}_3 - 2(b + \gamma)) - \tilde{a}_2(\tilde{a}_4 + c\tilde{a}_3 - 2c\gamma)) > 0,
$$

the expected equilibria $X^{ss}$ and $R^{ss}$ are globally asymptotically stable. Furthermore, if $(\text{tr}(J))^2 - 4\det(J) \geq 0$ (resp. $(\text{tr}(\tilde{J}))^2 - 4\det(\tilde{J}) \geq 0$), $X^{ss}$ and $R^{ss}$ are monotonically convergent, otherwise they converge with transient oscillations.

Proof. See Appendix C. \hfill \Box

Stability means that the market state is stationary, and the firm can obtain fixed profit under fixed replenishment rate and price at any time. From the perspective of decision-making, stability is beneficial for firms to make long-term strategies. Proposition 4.4 presents sufficient conditions for the stability of the expected long-run behavior, which guarantees globally asymptotically stable expected equilibria those are preferred in infinite horizon control problems. Thus, all the expected variables converge to the steady-states outcomes in Proposition 4.3 as time goes to infinity regardless of the initial conditions.

5. Numerical analysis

Since the analytical solutions to the two Ricatti systems in Appendix A that determine the coefficients of the retailer’s value functions are unavailable to us, we resort to numerical experiments to illustrate the theoretical results and perform sensitivity analysis to gain some managerial insights into the optimal strategies and profit.

5.1. A baseline example

The following illustrative example provides certain insights into the problem studied.

Our model has 13 parameters: the market potential $a$; the price sensitivity parameter $b$ and the reference effect intensity $\gamma$; the memory factor $\beta$; the deterioration parameter $\theta$; the parameter $\alpha$; the holding and shortage cost coefficients $h$ and $s$; the replenishment cost coefficient $c$; the demand uncertainty $\sigma$; the discount rate $\rho$; and the initial inventory level $x_0$ and reference price $r_0$. These baseline parameter values are reported in Table 3.

Given these parameter values, if $x \geq 0$ ($x < 0$), we have $a_1 = 122.4609048$ ($\tilde{a}_1 = 113.2822215$), $a_2 = -0.6424352729$ ($\tilde{a}_2 = -0.7255920623$), $a_3 = -0.8895157324$ ($\tilde{a}_3 = -1.119395878$), $a_4 = 0.5015916239$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$a$</th>
<th>$b$</th>
<th>$\gamma$</th>
<th>$\beta$</th>
<th>$\theta$</th>
<th>$\alpha$</th>
<th>$h$</th>
<th>$s$</th>
<th>$c$</th>
<th>$\sigma$</th>
<th>$\rho$</th>
<th>$x_0$</th>
<th>$r_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>1</td>
<td>0.1</td>
<td>2</td>
<td>0.5</td>
<td>0.03</td>
<td>0.1</td>
<td>2</td>
<td>2</td>
<td>0.6</td>
<td>0.01</td>
<td>5</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>
The optimal interior replenishment rate and selling price each negatively depends on the current inventory level \( x \) and positively depends on the current reference price level \( r \). This is intuitive. As the current inventory is higher, the firm should have a lower replenishment rate to save operation costs and set a lower sales price to stimulate demand. As the current reference price grows, which results in a high demand, the firm should make more orders and can set a higher price to make more profit.

Furthermore, if \( x \geq 0 \) (\( x < 0 \)), we calculate \( \det(J) = 0.1223481095 \) (\( \det(J) = 0.1502330295 \)), \( \text{tr}(J) = -2.322172264 \) (\( \text{tr}(J) = -2.843686514 \)), and \( (\text{tr}(J))^2 - 4\det(J) = 4.903091586 > 0 \) (\( (\text{tr}(J))^2 - 4\det(J) = 7.485620872 > 0 \)). By Propositions 4.3 and 4.4, the expected steady states, \( (X^{ss}, R^{ss}) = (0.066195350, 5.317951430) \) if \( x \geq 0 \) or \( (X^{ss}, R^{ss}) = (-0.003147163, 5.279255319) \) if \( x < 0 \), are globally asymptotically stable and the convergence to these states is monotonic.

By virtue of the (stochastic) Euler discretization schemes (see [13]), the solid lines in Figures 1(a)–1(d) depict the sample paths of the optimal strategies and states over 150 time units for a low initial reference price \( r_0 = 3 \) and a high initial reference price \( r_0 = 8 \), respectively. Several observations are summarized as follows. Firstly, we observe that the firm always replenishes/produces (i.e., \( u^* > 0 \)) and the selling price and the reference price are kept within a positive range of values (i.e., \( p^* > 0 \) and \( r^* > 0 \)).

Secondly, the consumers’ initial reference price has an important influence on the retailer’s sales and replenishment plan. The retailer may adopt different replenishment and pricing strategies based on different initial reference price. In particular, under the optimal strategies (5.1) and (5.2), the sample paths of optimal inventory level \( x^*(t) \) shown in Figure 1(a) have similar evolution trends when \( r_0 = 3 \) and \( r_0 = 8 \). Both inventory paths start from an initial starting point of \( x_0 = 5 \) and fall sharply over time at the initial sales periods due to demand and deterioration, and are then stable at about 0.0662. From Figures 1(b) and 1(c), we find that \( u^*(t) \) and \( p^*(t) \) have similar evolution trends when \( r_0 = 3 \) or \( r_0 = 8 \). When \( r_0 = 3 \), \( u^*(t) \) increases gradually in the beginning and then hovers around \( u^*(t) = 0.4768 \), and the firm adopts a price-penetration strategy. In other words, when the initial reference price is low and the inventory level is high in the initial stage, the retailer should keep a lower price to increase the demand to reduce inventory, which ultimately results in lower inventory cost and the optimal profit. In contrast, when \( r_0 = 8 \), \( u^*(t) \) firstly rises and then drops until it stabilizes at about 0.4768. In the meantime, the firm may take a price-penetration strategy in the beginning and then take a price-skimming strategy. That is, when the initial reference price is high, the retailer would set a higher product price to establish a higher reference price in order to benefit from the increased demand which offsets the higher replenishment cost and thus the retailer obtains the optimal profit. As a consequence, it is essential for the firm to examine the initial reference price \( r_0 \) so as to make the best joint replenishment and pricing decisions. Furthermore, when \( r_0 = 3 \), the sample path of reference price in Figure 1(d) firstly decreases and then gradually increases until it stabilizes at about 5.3180, while when \( r_0 = 8 \), \( r^*(t) \) decreases and stabilizes in the long run. In addition, comparing Figure 1(d) with Figure 1(c), we find that reference price dynamics do not systematically imitate sales price dynamics. This result is different from previous findings that the selling price and reference price changes in the same way throughout the whole time horizon, as shown in [22, 57]. This is because we consider the replenishment/production-inventory decision in the evolution of the reference price and decisions.

Finally, when \( \sigma^2 = 0 \), the smooth dashed lines in Figures 1(a)–1(d) characterize the optimal deterministic strategies (i.e., \( u^*_d(t) \) and \( p^*_d(t) \)) and state trajectories (i.e., \( x^*_d(t) \) and \( r^*_d(t) \)) when \( r_0 = 3 \) and \( r_0 = 8 \), respectively.
Figure 1. The optimal (a) inventory level $x^\ast(t)$, (b) replenishment rate $u^\ast(t)$, (c) selling price $p^\ast(t)$, and (d) reference price $r^\ast(t)$.

As the demand uncertainty tends to vanish, the inventory and reference price levels are more smooth, which results that the optimal selling price and replenishment/production rate are more smooth since the optimal strategies are in the feedback form of the state variables. It is shown that the deterministic system has similar evolution trends as the stochastic system.

5.2. Sensitivity analysis

It makes sense to focus on the long-run behavior of the optimal strategies and profit since this paper assumes an infinite planning horizon. In this subsection, we conduct a sensitivity analysis of the key model parameters and show these results in Table 4. In each experiment, we obtain the steady-state values varying one parameter value while remaining other parameter values at their baseline levels.

Table 5 reports the variations in steady-state values. For each parameter, we consider three values, e.g., 0.08, 0.1 and 0.12 for $\alpha$. An up-arrow means that a positive relationship between the expected steady-state value taken by the corresponding variable when the parameter varies from the lowest value to the highest one. In contrast, a down-arrow sign denotes a negative relationship.

The results in Tables 4 and 5 allow for the following comments:

(1) Impact of demand uncertainty parameter $\sigma$. The increase of the additive form of demand uncertainty does not affect the optimal expected steady states, i.e., $u^{ss}$, $p^{ss}$, $X^{ss}$, $R^{ss}$ and $D^{ss}$, which is typical results of stochastic linear-quadratic control models under uncertainty involved in the additive demand (see similar
Table 4. Sensitivity analysis with respect to model parameters.

<table>
<thead>
<tr>
<th>PV</th>
<th>$u^{ss}$</th>
<th>$p^{ss}(=R^{ss})$</th>
<th>$X^{ss}$</th>
<th>$D^{ss}$</th>
<th>$V^{ss}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.4768</td>
<td>5.3180</td>
<td>0.0662</td>
<td>0.4748</td>
<td>183.9254</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.6</td>
<td>0.4768</td>
<td>5.3180</td>
<td>0.0662</td>
<td>0.4748</td>
</tr>
<tr>
<td>0.7</td>
<td>0.4768</td>
<td>5.3180</td>
<td>0.0662</td>
<td>0.4748</td>
<td>162.5771</td>
</tr>
<tr>
<td>1.5</td>
<td>0.4652</td>
<td>5.4396</td>
<td>0.0709</td>
<td>0.4631</td>
<td>183.9254</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>2</td>
<td>0.4768</td>
<td>5.3180</td>
<td>0.0662</td>
<td>0.4748</td>
</tr>
<tr>
<td>2.5</td>
<td>0.4873</td>
<td>5.2072</td>
<td>0.0620</td>
<td>0.4855</td>
<td>175.1596</td>
</tr>
<tr>
<td>0.4</td>
<td>0.4871</td>
<td>5.2907</td>
<td>0.0621</td>
<td>0.4852</td>
<td>174.8261</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.5</td>
<td>0.4768</td>
<td>5.3180</td>
<td>0.0662</td>
<td>0.4748</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4693</td>
<td>5.3964</td>
<td>0.0692</td>
<td>0.4673</td>
<td>174.8261</td>
</tr>
<tr>
<td>0.08</td>
<td>0.4751</td>
<td>5.3627</td>
<td>0.0490</td>
<td>0.4736</td>
<td>173.6369</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.1</td>
<td>0.4768</td>
<td>5.3180</td>
<td>0.0662</td>
<td>0.4748</td>
</tr>
<tr>
<td>0.12</td>
<td>0.4788</td>
<td>5.3369</td>
<td>0.0835</td>
<td>0.4763</td>
<td>175.0823</td>
</tr>
<tr>
<td>0.02</td>
<td>0.4766</td>
<td>5.3194</td>
<td>0.0710</td>
<td>0.4752</td>
<td>174.1524</td>
</tr>
<tr>
<td>$\theta$</td>
<td>0.03</td>
<td>0.4768</td>
<td>5.3180</td>
<td>0.0662</td>
<td>0.4748</td>
</tr>
<tr>
<td>0.04</td>
<td>0.4769</td>
<td>5.3163</td>
<td>0.0614</td>
<td>0.4745</td>
<td>174.1352</td>
</tr>
</tbody>
</table>

Notes. PV denotes parameter value.

Table 5. Variations in steady-state values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$u^{ss}$</th>
<th>$p^{ss}(=R^{ss})$</th>
<th>$X^{ss}$</th>
<th>$D^{ss}$</th>
<th>$V^{ss}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma(0.5;0.6;0.7)$</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>↓</td>
</tr>
<tr>
<td>$\gamma(1.5;2;2.5)$</td>
<td>↑</td>
<td>↑</td>
<td>↓</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>$\beta(0.4;0.5;0.6)$</td>
<td>↓</td>
<td>↑</td>
<td>↑</td>
<td>↓</td>
<td>↑</td>
</tr>
<tr>
<td>$\alpha(0.08;0.1;0.12)$</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>$\theta(0.02;0.03;0.04)$</td>
<td>↑</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
</tr>
</tbody>
</table>

Notes. – means the value unchanged.

results in [31, 32]). However, the demand uncertainty has a negative effect on the optimal expected steady profit $V^{ss}$. A higher demand noise intensity always leads to a lower total expected profit under our problem setting, which is intuitive and expected.

(2) Impact of reference effect intensity $\gamma$. The demand function is independent of the reference effect since the term $p - r$ vanishes at the expected steady-state. As $\gamma$ increases, at expected steady-state, both price and inventory level descend, whereas replenishment rate and demand, as well as profit ascend. In other words, when consumers have a lower sensitivity to their reference price (i.e., a lower $\gamma$), the firm should set a higher price which induces a lower replenishment rate, as a result of a lower demand since the negative price effect has a greater negative impact on demand than the positive effect of display stock level on demand. The low sales decrease the firm’s optimal profit.

(3) Impact of memory factor $\beta$. The memory parameter $\beta$ has an opposite impact on all expected steady-states compared with reference effect intensity $\gamma$ except the steady-state profit. The messages drawn out of the above tables are as follows: as $\beta$ increases, meaning that consumers have a poorer (i.e., more short-term) memory or are less loyalty to the product, the firm has an opportunity to raise his sales price to increase revenue which offsets the higher holding cost (resulted from higher inventory level) and the lower replenishment cost (resulted from lower replenishment rate) as well as the deterioration loss.

(4) Impact of parameter $\alpha$. Increasing parameter $\alpha$ leads to increased demand and thus higher replenishment rate. This is intuitive because the displayed stock level stimulates sales. The firm can set a relatively higher
price maybe because of the positive effect on demand due to the higher displayed inventory level dominates the negative effect on demand owing to a higher price. Finally, the firm obtains a higher profit since the increased revenue offsets the higher replenishment and holding costs.

5) Impact of constant deterioration rate \( \theta \). The results show that the expected steady-state (reference) price, inventory level, demand, and profit decrease as the constant deterioration rate \( \theta \) increases, whereas \( \theta \) has a positive effect on the expected steady-state replenishment rate. The chain of effects may be explained as follows: On the one hand, excess inventory waste due to higher deterioration rate induces the firm to set a higher replenishment rate in order to remain stock level. On the other hand, the deteriorating nature of products forces the firm to lower his price to boost demand and expend the inventory. However, the demand reduction due to lower inventory level (which has a positive effect on demand) outweighs the increases in demand owing to lower price. Ultimately, the lower demand and price translate into lower firm profitability.

6. Conclusions

This is the first paper in the literature to investigate joint stochastic dynamic replenishment/ordering and pricing policies for deteriorating items in the presence of reference price and stock display effects simultaneously in a continuous-time framework. The market potential is subject to some exogenous noise and follows a stochastic process. The demand rate negatively depends on selling price, positively on reference price and displayed stock quantity. Shortages are fully backlogged in this model. First of all, we formulate this problem as a stochastic optimal control model with the objective that maximizes the total profit. Based on the principle of optimality, it turns out that the optimization problem is converted to solve a HJB equation. Then, we show that a two-states-dependent feedback policy is optimal. We also show the existence of the expected steady states and provide sufficient conditions for the asymptotic behavior of the system. Finally, an illustrative example is provided to demonstrate the theoretical results. We also carry out a sensitivity analysis to assess the impact of the key model parameters on the optimal expected equilibrium and propose some useful managerial insights. There are several avenues in terms of extensions. First, one could consider the finite replenishment capacity and shelf space without shortage in our model. Second, a potential research direction is to model multi-products competition. Third, one could introduce some operating and promotion activities, e.g., preservation technology investment and advertising, as decision variables into our model. Finally, it will be worthwhile considering asymmetric reference price effect in our model which results in a non-smooth optimization problem.

Appendix A. The Riccati System

From (4.6), we have \( V_x = a_2 + 2a_3x + a_4r \) and \( V_{xx} = 2a_3 \) and \( V_r = a_4x + a_5 + 2a_6r \). Inserting them into (4.5) yields

\[
\rho V = \left( \frac{1}{4c} + \frac{b + \gamma}{4} \right) 4a_2x + \beta^2 \left( \frac{a_2^2 + \beta a_3a_4}{4(b + \gamma)} \right) x^2 + \left( \frac{1}{4c} + \frac{b + \gamma}{4} \right) a_4^2 + \beta^2 \left( \frac{a_2^2}{4(b + \gamma)} \right) r^2
\]

\[
+ \left( \frac{1}{4c} + \frac{b + \gamma}{4} \right) 4a_3a_4x + \beta^2 \left( \frac{a_2^2 + \beta a_3a_4}{4(b + \gamma)} \right) x^2 + \left( \frac{1}{4c} + \frac{b + \gamma}{4} \right) 2a_2a_4 + \beta^2 \left( \frac{a_2^2 + \beta a_3a_4}{4(b + \gamma)} \right) r
\]

\[
+ \left( \frac{1}{4c} + \frac{b + \gamma}{4} \right) a_2^2 + \beta^2 \left( \frac{a_2^2 + \beta a_3a_4}{4(b + \gamma)} \right) a_2 + \beta^2 \left( \frac{a_2^2 + \beta a_3a_4}{4(b + \gamma)} \right) a_2 - \frac{a + \gamma r + (a + 2\theta)x_1_{x \geq 0}}{2} (a_2 + 2a_3x + a_4r) - H(x) + a_3\sigma^2
\]

\[
+ \left( \frac{\beta (a + \gamma r + ax_1_{x \geq 0})}{2(b + \gamma)} - \beta r \right) (a_4x + a_5 + 2a_6r) + \frac{(a + \gamma r + ax_1_{x \geq 0})^2}{4(b + \gamma)}.
\]
The above equation should hold for any \( x \) and \( r \), when \( x \geq 0 \), using \( V(x, r) \) in (4.6) and \( H(x) = hx^2 \), we have the following Racatti system

\[
4(b + \gamma)cpa_1 = \left[ b + \gamma + c(b + \gamma)^2 \right] a_2^2 + c\beta^2 a_5^2 + 2c(b + \gamma)\beta a_2 a_5 - 2c(b + \gamma)a_2a + 2c a_5 \beta a + c \gamma^2 + 4c(b + \gamma)a_3 \sigma^2,
\]

\[
4(b + \gamma)cpa_2 = \left[ b + \gamma + c(b + \gamma)^2 \right] 4a_2 a_3 + 2c \beta^2 a_4 a_5 + 2c(b + \gamma)\beta(2a_3 a_5 + a_2 a_4)
- 4c(b + \gamma) \left( a_3 a + \frac{a_2(\alpha + 2\theta)}{2} \right) + 2c(a_4 \beta a + a_5 \alpha) + 2c a a_1,
\]

\[
4(b + \gamma)cpa_3 = \left[ b + \gamma + c(b + \gamma)^2 \right] 4a_3 a_4 + 4c \beta^2 a_4 a_6 + 2c(b + \gamma)\beta \left( 4a_3 a_6 + a_4^2 \right)
- 4c(b + \gamma) \left( a_3 a + \frac{a_4(\alpha + 2\theta)}{2} \right) + 4ca_6 \beta a + 2ca_4 \beta - 4c(b + \gamma)a_4 \beta + 2ca_4 
\]

\[
4(b + \gamma)cpa_4 = \left[ b + \gamma + c(b + \gamma)^2 \right] 3a_4^2 + 4c \beta^2 a_6^2 + 4c(b + \gamma)\beta a_4 a_6 - 2c(b + \gamma)a_4 a_6
+ 4ca_6 a_4 - 8c(b + \gamma)a_6 + c \gamma^2.
\]

Similarly, when \( x < 0 \), using \( H(x) = sx^2 \) and \( \alpha = \theta = 0 \), we have

\[
4(b + \gamma)cpa_1 = \left[ b + \gamma + c(b + \gamma)^2 \right] a_2^2 + c\beta^2 a_5^2 + 2c(b + \gamma)\beta a_2 a_5 - 2c(b + \gamma)a_2a + 2c a_5 \beta a + c \gamma^2 + 4c(b + \gamma)a_3 \sigma^2,
\]

\[
4(b + \gamma)cpa_2 = \left[ b + \gamma + c(b + \gamma)^2 \right] 4a_2 a_3 + 2c \beta^2 a_4 a_5 + 2c(b + \gamma)\beta(2a_3 a_5 + a_2 a_4)
- 4c(b + \gamma) \left( a_3 a + \frac{a_2(\alpha + 2\theta)}{2} \right) + 2c(a_4 \beta a + a_5 \alpha) + 2c a a_1,
\]

\[
4(b + \gamma)cpa_3 = \left[ b + \gamma + c(b + \gamma)^2 \right] 4a_3 a_4 + 4c \beta^2 a_4 a_6 + 2c(b + \gamma)\beta \left( 4a_3 a_6 + a_4^2 \right)
- 4c(b + \gamma) \left( a_3 a + \frac{a_4(\alpha + 2\theta)}{2} \right) + 4ca_6 \beta a + 2ca_4 \beta - 4c(b + \gamma)a_4 \beta + 2ca_4 
\]

\[
4(b + \gamma)cpa_4 = \left[ b + \gamma + c(b + \gamma)^2 \right] 3a_4^2 + 4c \beta^2 a_6^2 + 4c(b + \gamma)\beta a_4 a_6 - 2c(b + \gamma)a_4 a_6
+ 4ca_6 a_4 - 8c(b + \gamma)a_6 + c \gamma^2.
\]

where \( \alpha_1-\alpha_3 \) and \( \tilde{\alpha}_1-\tilde{\alpha}_3 \) are defined in Corollary 4.2. Unfortunately, these highly non-linear equations do not admit closed-form solutions for the unknowns \( a_1-a_6 \) and \( \tilde{a}_1-\tilde{a}_6 \), and therefore, we resort to the “solve” routine of Maple to solve them numerically.

**Appendix B. Proof of Proposition 4.3**

Setting \( \dot{X} = \dot{R} = 0 \) in (4.11), (4.12) and (4.13), (4.14) and solving the corresponding two algebraic equations in the unknowns \( X \) and \( R \), respectively, we obtain the optimal expected steady states \( X^{ss} \) and \( R^{ss} \). Inserting them into (4.7) to (4.10) yields \( u^{ss} \) and \( p^{ss} \). Furthermore, taking expectation operation on both sides of (3.1) and setting the results to zero gives \( p^{ss} = R^{ss} \).
If \( x \geq 0 \),
\[
J = \begin{pmatrix}
\frac{a_x}{c} + \frac{1}{2}(\alpha + \alpha_2) - (\alpha + \theta) & \frac{a_x}{c} + \frac{1}{2} - (\alpha + \gamma)
\end{pmatrix}
\]
\[
\det(J) = \frac{\beta(2\alpha_3 + c(\alpha + \alpha_2) - 2c(\alpha + \theta))(\alpha_3 - 2(b + \gamma)) - \beta(\alpha + \alpha_2)(a_4 + c\alpha_3 - 2c\gamma)}{4c(b + \gamma)},
\]
\[
\operatorname{tr}(J) = \frac{(2a_3 + c(\alpha + \alpha_2) - 2c(\alpha + \theta))(b + \gamma) + \beta c(\alpha_3 - 2(b + \gamma))}{2c(b + \gamma)},
\]
and if \( x < 0 \),
\[
\tilde{J} = \begin{pmatrix}
\frac{\tilde{a}_x}{c} + \frac{\tilde{a}_2}{2} & \frac{\tilde{a}_4}{c} + \frac{\tilde{a}_3}{2} - \tilde{\gamma}
\end{pmatrix}
\]
\[
\det(\tilde{J}) = \frac{\beta(2\tilde{\alpha}_3 + c\tilde{\alpha}_2)(\tilde{\alpha}_3 - 2(b + \gamma)) - \beta \tilde{\alpha}_2(\tilde{a}_4 + c\tilde{\alpha}_3 - 2c\gamma)}{4c(b + \gamma)},
\]
\[
\operatorname{tr}(\tilde{J}) = \frac{(2\tilde{a}_3 + c\tilde{a}_2)(b + \gamma) + \beta c(\tilde{a}_3 - 2(b + \gamma))}{2c(b + \gamma)}.
\]

The proof is completed using the stability criteria in [51].
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