MULTI-STAGE APPOINTMENT SCHEDULING FOR OUTPATIENT CHEMOTHERAPY UNIT: A CASE STUDY
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Abstract. This paper deals with a multi stage hybrid flow-shop problem (HFSP) that arises in a privately Chemotherapy clinic. It aims to optimize the makespan of the daily chemotherapy activity. Each patient must respect the cyclic nature of chemotherapy treatment plans made by his referent oncologist while taking into account the high variability in resource requirements (treatment time, nurse time, pharmacy time). The problem requires the assignment of chemotherapy patients to oncologists, pharmacists, chemotherapy beds or chairs and nurses over a 1-day period. We provided a Mixed Integer Program (MIP) to model this issue, which can be considered as a five-stage hybrid flow-shop scheduling problem with additional resources, dedicated machines, and no-wait constraints. Since this problem is known to be NP-hard, we provided a lower bound expression and developed an approximated solving algorithm: a tabu search inspired metaheuristic based on a constructive heuristic that can quickly reach satisfying results. To assess the empirical performance of the proposed approach, we conducted experiments on randomly generated instances based on real-world data of a Tunisian private clinic: Clinique Ennasr. Computational experiments show the efficiency of the proposed procedures: The mathematical model provided optimal solutions in reasonable computational time only for small instances (up to 10 patients). Meta-heuristic’s results demonstrate, also, that the proposed approach offers good results in terms of solution quality and computational times with an average relative gap to the MIP solution equal to 3.13% and to the lower bound equal to 5.37% for small instances (up to 15 patients). The same gap to the lower bound increases to 25% for medium and large size instances (20–50 patients).
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1. Introduction

Recently, the private healthcare sector has been in a continual development [30]. Indeed, despite the fact that private health care services are rather expensive, an increasing number of people tend to favour them over the public sector thanks to their quality and the comfortable treatment they can offer [5,19].

Moreover, health and medical tourism industry has been in increasing growth in many countries, particularly in Asia, Latin America, United States, Canada, and Western Europe, where healthcare is getting costlier [15], or in South Africa and India from war-torn neighboring countries with poor health infrastructure for reduced-wait time and/or high-quality medical care at reasonable costs [26]. This intense demand can affect the quality and the efficiency of healthcare services. To meet this problem, healthcare units usually concentrate on the optimization of their resources’ utilization and minimizing total completion time, even more so in chemotherapy clinics where the number of cancer patients increased intensely [24]. Indeed, healthcare services are required to be performed by different resources such as chairs or beds injection, oncologists, phlebotomists or pharmacists and nurses. There are various ways to administrate Chemotherapy: intravenously, orally, through an injection, or topically (applied on the skin). The most common method of delivering chemotherapy is intravenously and the procedures range from 15 min to 7 h or longer. These variations complicate the patient’s appointments schedule and resources allocation. Every patient is associated with a referee physician who ensures the follow-up of the care. Hence, a patient has to come the day when his referee physician works. The private sector is distinct by the fact that doctors are, unlike the public sector, independent service providers [29,33]. Consequently, another physician cannot see the patient. His own oncologist must examine him.

In this paper, we focus on daily scheduling appointments in an outpatient oncology department of a Tunisian private clinic. All patients receive chemotherapy by appointment according to their therapeutic planning which is fixed by his referent oncologist. Currently, the appointment specifies only the treatment day. Therefore, all patients come early in the morning with their blood tests results and wait for their oncologists to begin the treatments. The average duration of waiting time per day is 123.08 min. Treatment lengths range from 15 to 4808 min, with the most common appointment duration equal to 158 min. The average day lasted 8.4 h or 504 min. The outpatient chemotherapy department’s service is supposed to provide services from 8:00 to 16:00 on weekdays. However, they usually exceed the expected completion time.

Our work consists in improving the quality of services to patients by providing an appointment schedule and assigning patients to all resources available at each stage while optimizing the makespan.

In general, the chemotherapy process is composed of three phases: consultation, drug’s preparation and injection. As the injection is a very particular phase that should be decomposed into three successive tasks (connection, control, and disconnection), we have considered in this study the following decomposition into five stages (see Fig. 1):

- The first stage (consultation): consultation realized by a referent oncologist respecting a therapeutic planning.
- The second stage (drugs’ preparation): after consultation, the oncologist prescribes the drugs’ dose and a pharmacist prepares the drugs to administrate it by a nurse.
- The third stage (connection stage): when a chair is available, the patient is settled by a nurse who connects him/her after checking his/ her blood tests, weight and temperature.
- The fourth stage (control stage): the nurse must monitor his/her patient along the injection, she can take care of four patients at the same time.
- The fifth stage (disconnection stage): finally, the nurse disconnects him/her, examines him/her and provides instructions for home care and for the next appointment.

Each patient will go through these five stages. The waiting time between the first three stages will be minimized. However, the three last stages (stage 3, stage 4 and stage 5) composing the injection phase should be done successively without a waiting time between them. The paper is structured as below: Section 2 provides a brief overview of the chemotherapy appointment-scheduling problems in the literature. In Section 3, we give a description of the considered problem. In Section 4, we mathematically formulate the problem. We introduce then our lower bound in Section 5. In Section 6, we present a tabu search inspired (TS) algorithm to obtain
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a better solution especially for large instances. We lead an experimental study in Section 7 to evaluate the performance of our approaches by measuring the relative gaps between the returned solutions and the lower bound. Our conclusion and research perspectives are presented in Section 8.

2. Literature review

In the literature, many approaches have been developed to solve appointment-scheduling problems related to oncology clinics. Most of them can be classified into two major classes: exact approaches and approximate approaches. On one hand, numerous studies used exact optimization methods to schedule appointments by offering optimal solutions supporting issues of patient flow and resource exploitation [3, 42]. Simulation and approximate methods, on the other hand, can handle well large and complex systems with difficult constraints [13, 37].

Mathematical programming is applied to improve scheduling process in chemotherapy clinics. Sadki et al. [32] developed an integer programming model to control oncologist and chemotherapy appointments with the objective of minimizing a weighted combination of patient waiting time and makespan (clinic total working time). They assumed that nurses have enough capacity and considered only the treatment stage. Condotta et al. [3] developed a multi-level template for patient appointment scheduling with the main objective of minimizing patients’ waiting times and nurses’ workload. Liang et al. [22] presented a multi-objective optimization model to solve the patient scheduling problem in a primary care delivery model (each patient is assigned to a primary nurse every time he/she comes to the clinic) with the objective of minimizing total overtime and total excess workload. Shashani [35] developed an integer-programming model to determine the optimal appointment schedule that is used later as an input to a simulation model to estimate the impact of variability on patient waiting times. Benzaid et al. [2] dealt with patient–nurse assignment problem. They developed a mathematical formulation procedure to schedule treatments for new patients, to plan nurse requirements, and to assign the daily patient mix to available nurses. Huang et al. [18] developed a chemotherapy scheduling template. They account in their model many constraints like nurse resource availability and patient treatment needs. The objective of this study is to create a scheduling template minimizing the violation between resource assignment and treatment requirements. Huang et al. [17] presented an optimization model to determine when to schedule patients according to their visit durations. The model improves chair utilization and reduces staffing resource violations measured by nurse-to-patient ratios during the workday. Hesaraki et al. [14] proposed an integer programming model to generate an arrangement of vacant appointment slots considering nursing constraints. The objective of the proposed model was to minimize makespan.

A vast literature on approximation methods has been developed in the last decade, especially for scheduling problems. Shahnawaz [36] proposes an efficient algorithm using a TS to schedule the identical parallel machines with single resource. Minh-Duc Le et al. [25] paper studies meta-heuristic methods in solving an appointment-scheduling problem in a hospital in Canada. Their initial solution was generated with a Greedy Algorithm. Then, they choose the best strategy to improve it with TS. Patients must be assigned to nurses with specific treatment seats and respecting the treatment protocol.

Turckan et al. [39] developed an integer-programming model to solve the deterministic chemotherapy outpatient-scheduling problem. For instances with large number of patients per day (50 patients), they developed a heuristic to solve the problem in a short computational time. The objective was to provide a nurse-patient assignment model considering patient acuity metrics and nurses’ perceived workload.

Simulation is used to test the impact of different scheduling methods in order to identify the best approach. Tanaka [38] considered the time allocated for pre-treatment process, preparation and nursing, and used simulation to experiment different scheduling rules based on bin-packing algorithms. El-Mekkawy and Bates [1] and Yokouchi et al. [43] used simulation to define the best appointment scheduling rules. Many tests are executed to describe the impact of varying the number of nurses at each time interval. Santibáñez et al. [34] created a scheduling system for a large chemotherapy clinic in British Columbia using simulation and mixed integer-programming models. The simulation addressed the problem of assigning a date to the first chemotherapy
appointment for each patient to reduce the waiting list. The mixed integer-programming model is used, then, for daily scheduling to minimize the maximum nurse workload. Woodall et al. [41] used simulation based optimization to find the optimal nurse schedules with the objective of minimizing expected waiting times. Garaix et al. [7] proposed a heuristic approach to schedule a list of patients for three main phases: consultation, drug preparation and injection phases. Two objectives are considered: the closing time and the overworking time of the clinic.

We notice that the literature chemotherapy scheduling mostly focuses on one phase especially the injection phase and its human and material resources management. To the best of our knowledge, only one paper similarly considered three main phases [7]. However, they did not consider the same assumptions and assumed that an adequate number of nurses is always available where the nurse capacity is a fundamental constraint in our study. Moreover, they did not take into account connection and disconnection phases and they also considered that the pharmacy is not a bottleneck for drugs preparation. In this paper, we provide a mathematical model to solve the chemotherapy problem with the consideration of the three phases’ resources constraints (see Fig. 1): oncologist visit, pharmacist drugs’ preparation and chemotherapy treatment (or injection).

We believe that the contributions of this study are as below:

(1) The integration of all chemotherapy phases within the daily scheduling problem: To the best of our knowledge, there are no notable works in the literature that dealt with all the phases and considered related human and material resources and constraints during the three phases. The proposed study is the first optimization-based method that considers all chemotherapy phases with the decomposition of the injection phase to three sub-phases, and the related human and material resources.

(2) The multi-stage scheduling problem is known to be NP-hard [6]. We provide a MIP model and minimize the makespan. Since the mathematical problem could not solve large instances, we provided a lower bound expression and developed approximated solving algorithms: a constructive heuristic and an improvement procedure inspired from the tabu search approach that can offer near-optimal or good results in a reasonable computational time.

3. Problem description

The chemotherapy outpatient-scheduling problem consists in sequencing a fixed number of patients and assigning them to resources, over a 1-day period, while considering consultation, drugs’ preparation and injection phases.

According to Graham’s notation [12], we can represent the scheduling problem of the chemotherapy unit in the Tunisian private hospital as an FF3:1,3;1:2,2;1:3,5(10),1/0.25(1) |prec,temp| Cmax problem [23], where the first group describes the machine environment, the second group defines the processing characteristics, and the third group presents the objectives.

In our study, we consider a special flexible flow-shop composed of three main phases (represented by FF3 in the problem notation). The first phase (consultation) has one type of machine (oncologist) with three available units, and each patient needs one unit, indicated in the notation by 1, 3, 1. The second phase (pharmacy) has one type of machines (pharmacist), with two available units, and each patient requires one unit, represented in the notation by 2, 2, 1. The third phase (injection) has one type of machines (nurses) and one type of additional resources (chairs or bed). This phase is particular and can be divided into three sub-phases: first, the patient occupies a chair, then the nurse starts by connecting the patient and checking his/her blood tests, after that, controls him/her along the drugs’ administration and finally disconnects him/her, examines him/her and provides instructions for home care. For the controlling stage, one nurse can take care of maximum four patients at the same time. In addition, a nurse cannot connect or disconnect more than one patient at the same time. The nurse can start, for example, by connecting the first patient, then the second patient, after that the third and finally the fourth patient. Then, the nurse cannot connect a fifth patient before disconnecting one of the four connected patients to not monitor more than four patients at their injection phase. The nurse can connect or disconnect a patient and at the same time monitor other patients at their injection phase. In our case, five
nurses and ten chairs are available represented in the notation by \(3,5(10), 1/0.25(1)\). The third phase with five nurses and ten chairs, each patient requires one nurse during the connection/disconnection sub-phase and 0.25 nurse during the control sub-phase (as a nurse can simultaneously control up to 4 patients). In addition to the nurse, the patient requires one chair during the whole third phase.

There are two types of patients: the follow-up patients and the new patients coming to receive treatment for the first time. New patients need more time for the consultation and the nurse set-up. Treatment durations can last from 158 min to 8 h. The process characteristics include precedence constraints and in certain cases no-wait constraints between stages; represented in the notation by \(prec\) and \(temp\). The objective is to minimize the makespan (i.e., the ending time of the last completed operation), which is presented in the notation by \(C_{\text{max}}\). However, there are many other performance criteria to be considered when solving scheduling problems. We choose this criterion because, especially for private sector, when the main objective is to increase profits, it is very important to maximize the number of admitted patients. In fact, by minimizing completion time, we maximize patient admission while increasing the usage of human resources and medical equipment [11].

The motivation of this study grew out with the significant increasing number of patients per day and the importance of providing an optimal scheduling to improve the number of admitted patients in the clinic and to optimize delaying treatment, which could have negative effects on the patient [5, 23, 28]. Therefore, minimizing the time needed to complete all the treatment process, including all stages, can be very important.

This problem can be presented, in our case, as a five-stage hybrid flow shop-scheduling problem that uses four different resources (see Fig. 1): oncologists, pharmacists, nurses and injection chairs. We present an example (see Tab. 1 and Fig. 2) where a small sized problem is provided to illustrate the problem (5 min slot time). We considered, in this example, 10 patients, 5 chairs, 3 oncologists, 2 nurses and 2 pharmacists. All stages durations are detailed in Table 1 (minutes).

This research aims to model and solve the chemotherapy scheduling problem. We develop a mathematical model and solving techniques to handle the chemotherapy-scheduling problem by optimally assigning patients to oncologists, pharmacists, nurses and chairs. The special feature of this problem is to align constraints from well-known scheduling problems: the parallel machine scheduling and the hybrid flow-shop scheduling problems which, mathematically, has been proved to be NP-hard. In fact, the HFSP is, in most cases, NP-hard [12].
Table 1. Example 1: Patient’s stages duration.

<table>
<thead>
<tr>
<th></th>
<th>Consul. (min)</th>
<th>Drugs preparation (min)</th>
<th>Connection (min)</th>
<th>Injection (min)</th>
<th>Disconnection (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>10</td>
<td>5</td>
<td>5</td>
<td>25</td>
<td>5</td>
</tr>
<tr>
<td>P2</td>
<td>10</td>
<td>15</td>
<td>5</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>P3</td>
<td>20</td>
<td>5</td>
<td>5</td>
<td>45</td>
<td>5</td>
</tr>
<tr>
<td>P4</td>
<td>10</td>
<td>5</td>
<td>10</td>
<td>45</td>
<td>5</td>
</tr>
<tr>
<td>P5</td>
<td>10</td>
<td>35</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>P6</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>50</td>
<td>5</td>
</tr>
<tr>
<td>P7</td>
<td>15</td>
<td>10</td>
<td>5</td>
<td>50</td>
<td>5</td>
</tr>
<tr>
<td>P8</td>
<td>10</td>
<td>5</td>
<td>5</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>P9</td>
<td>5</td>
<td>35</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>P10</td>
<td>15</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Even in the case when one stage includes two machines and the other one only a single machine. Similarly, even when machines can stop processing operations before their completion, it results also in strongly NP-hard problems, according to Hoogeveen et al. [16]. Moreover, the special case where there is a single machine per stage, known as the flow shop, and the case where there is a single stage with several machines, known as the parallel machines’ environment, are also NP-hard [31].

4. Mathematical formulation

In this section, we formally present the problem by providing a mathematical model with related data and sets:

**Data**

- \( P \) Number of patients \((p = 1, \ldots, P)\).
- \( O \) Number of oncologists \((o = 1, \ldots, O)\).
- \( N \) Number of nurses \((n = 1, \ldots, N)\).
- \( Ph \) Number of pharmacists \((ph = 1, \ldots, Ph)\).
- \( C \) Number of chairs \((c = 1, \ldots, C)\).
- \( S \) Number of slots on one day \((s = 1, \ldots, S)\).
- \( \text{Preaf}_p \) Referee oncologist of patient \( p \).
- \( \text{Dur}_{i,p} \) Processing time of stage \( i \) of patient \( p \) (in number of slots).
- \( M \) A big number

**Sets**

- \( W_{p,o,s} \) 1 if the consultation of patient \( p \) begins to occupy oncologist \( o \) at time slot \( s \), 0 otherwise.
- \( Z_{p,ph,s} \) 1 if pharmacist \( ph \) begins the drugs preparation of patient \( p \) at time slot \( s \), 0 otherwise.
- \( X_{p,c,s} \) 1 if patient \( p \) begins the injection phase on chair \( c \) at time slot \( s \), 0 otherwise.
- \( Y_{p,n,s} \) 1 if patient \( p \) begins to occupy the nurse \( n \) at time slot \( s \), 0 otherwise.
- \( VT_{p,n,s} \) 1 if nurse \( n \) is occupied by the connection, the injection or the disconnection of patient \( p \) at time slot \( s \), 0 otherwise.
- \( V1_{p,n,s} \) 1 if nurse \( n \) at time slot \( s \) is occupied by the connection of a patient, 0 otherwise.
Figure 2. Scheduling template of 10 patients with 3 oncologists, 2 pharmacists, 5 chairs and 2 nurses.
Using these definitions, the studied problem can be mathematically formulated as below:

\[
\text{Obj: } \min C_{\text{max}} \tag{4.1}
\]

subject to

\[
M (W_{p,o,s} - 1) + \sum_{p' = 1}^{P} \sum_{t = s}^{s + \text{Dur}_1,p - 1} W_{p',o,t} \leq 1 \quad \forall p \in \{1, \ldots, P\}, \forall s \in \{1, \ldots, S\}, \forall o \in \{1, \ldots, O\} \tag{4.2}
\]

\[
\sum_{s = 1}^{S} W_{p,\text{Preaf}_{p,n}} = 1 \quad \forall p \in \{1, \ldots, P\} \tag{4.3}
\]

\[
\text{Di}_p = \sum_{s = 1}^{S} W_{p,\text{Preaf}_{p,n}} \cdot S \quad \forall p \in \{1, \ldots, P\} \tag{4.4}
\]

\[
\sum_{s = 1}^{S} \sum_{\text{ph} = 1}^{\text{Ph}} Z_{p,\text{ph},s} = 1 \quad \forall p \in \{1, \ldots, P\} \tag{4.5}
\]

\[
M (Z_{p,\text{ph},s} - 1) + \sum_{p' = 1}^{P} \sum_{t = s}^{s + \text{Dur}_2,p - 1} Z_{p',\text{ph},t} \leq 1 \quad \forall p \in \{1, \ldots, P\}, \forall s \in \{1, \ldots, S\}, \forall \text{ph} \in \{1, \ldots, \text{Ph}\} \tag{4.6}
\]

\[
\text{Dp}_p = \sum_{s = 1}^{S} \sum_{\text{ph} = 1}^{\text{Ph}} Z_{p,\text{ph},s} \cdot S \quad \forall p \in \{1, \ldots, P\} \tag{4.7}
\]

\[
M (X_{p,c,s} - 1) + \sum_{p' = 1}^{P} \sum_{t = s}^{s + \text{Dur}_3,p + \text{Dur}_4,p + \text{Dur}_5,p - 1} X_{p',c,t} \times X_{p',c,t} \leq 1 \quad \forall p \in \{1, \ldots, P\}, \forall s \in \{1, \ldots, S\}, \forall c \in \{1, \ldots, C\} \tag{4.8}
\]

\[
\sum_{s = 1}^{S} \sum_{c = 1}^{C} X_{p,c,s} = 1 \quad \forall p \in \{1, \ldots, P\} \tag{4.9}
\]

\[
\text{Di}_p = \sum_{s = 1}^{S} \sum_{c = 1}^{C} X_{p,c,s} \cdot S \quad \forall p \in \{1, \ldots, P\} \tag{4.10}
\]

\[
\sum_{n = 1}^{N} Y_{p,n,s} = \sum_{c = 1}^{C} X_{p,c,s} \quad \forall p \in \{1, \ldots, P\}, \forall s \in \{1, \ldots, S\} \tag{4.11}
\]

\[
\text{Di}_p + \sum_{i = 3}^{5} \text{Dur}_i,p \leq C_{\text{max}} \quad \forall p \in \{1, \ldots, P\} \tag{4.12}
\]
\[ VT_{p,n,t} \geq Y_{p,n,s} \quad \forall p \in \{1, \ldots, P\}, \forall s \in \{1, \ldots, S\}, \forall n \in \{1, \ldots, N\}, \forall t \in \left\{s, \ldots, s + \sum_{i=3}^{5} \text{Dur}_{i,p} - 1\right\} \tag{4.13} \]

\[ \sum_{s=1}^{S} VT_{p,n,s} = \sum_{i=3}^{5} \text{Dur}_{i,p} \quad \forall p \in \{1, \ldots, P\}, \forall n \in \{1, \ldots, N\} \tag{4.14} \]

\[ \text{Charge}_{n,s} = \sum_{p=1}^{P} VT_{p,n,s} \quad \forall n \in \{1, \ldots, N\}, \forall s \in \{1, \ldots, S\} \tag{4.15} \]

\[ V1_{p,n,s} \geq Y_{p,n,s} \]

\[ \sum_{s=1}^{S} V1_{p,n,s} = \text{Dur}_{3,p} \quad \forall p \in \{1, \ldots, P\}, \forall n \in \{1, \ldots, N\} \tag{4.16} \]

\[ \text{Charge}_{p1,n,s} = \sum_{p=1}^{P} V1_{p,n,s} \quad \forall n \in \{1, \ldots, N\}, \forall s \in \{1, \ldots, S\} \tag{4.17} \]

\[ V3_{p,n,s} \geq Y_{p,n,s} \]

\[ \sum_{s=1}^{S} V3_{p,n,s} = \text{Dur}_{5,p} \quad \forall p \in \{1, \ldots, P\}, \forall n \in \{1, \ldots, N\} \tag{4.18} \]

\[ \text{Charge}_{p2,n,s} = \sum_{p=1}^{P} V3_{p,n,s} \quad \forall n \in \{1, \ldots, N\}, \forall s \in \{1, \ldots, S\} \tag{4.19} \]

\[ \text{Charge}_{n,s} \leq 4 \quad \forall n \in \{1, \ldots, N\}, \forall s \in \{1, \ldots, S\} \tag{4.20} \]

\[ \text{Charge}_{p1,n,s} + \text{Charge}_{p2,n,s} \leq 1 \quad \forall n \in \{1, \ldots, N\}, \forall s \in \{1, \ldots, S\} \tag{4.21} \]

\[ \text{Dcp} + \text{Dur}_{1,p} \leq \text{Dpp} \quad \forall p \in \{1, \ldots, P\} \tag{4.22} \]

\[ \text{Dpp} + \text{Dur}_{2,p} \leq \text{Dpp} \quad \forall p \in \{1, \ldots, P\} \tag{4.23} \]

Expression (4.1) describes the objective function, which consists of minimizing the total completion time (makespan). Constraints (4.2) ensure that an oncologist has a single patient during his/her consultation time. Equations (4.3) guarantee that a patient had a single medical consultation with his/her referee oncologist during the whole horizon. Constraints (4.4) calculate the starting time of patient’s consultation. Equations (4.5) reflect that each patient is assigned to one pharmacist and once during the whole horizon. Constraints (4.6) ensure that each pharmacist at each slot prepare one patient’s drugs i.e. he cannot prepare drugs for two patients at the same time. Equations (4.7) calculate the starting time for preparing drugs of patient p. Constraints (4.8) guarantee that at most a single patient occupies a chair during his/her injection time. Constraints (4.9) ensure that each patient is scheduled for injection only once during the whole horizon and to one chair. Constraints (4.10) calculate the starting time of patient’s injection. Equations (4.11) guarantee that a patient starts to occupy a chair and a nurse for injection at the same time. Constraints (4.12) ensure that the makespan is greater than or equal to the ending date of each operation. Constraints (4.13) force the occupation binary variable VT_{p,n,s} to 1 (during the last three stages) if nurse n starts to take charge of patient p at time slot s. Constraints (4.14) state that a nurse n remains occupied by a patient p during the whole processing time at stages 3, 4 and 5. Constraints (4.15) calculate the number of patients controlled by nurse n during a time slot s. Constraints
(4.16) force the binary variable $V_{1_{p,n,s}}$ to 1 (during the connection stage) if nurse $n$ starts the connection of patient $p$ at time slot $s$. Constraints (4.17) state that a nurse is considered as connecting a patient during the whole processing time at stage 3. Constraints (4.18) define the number of patients connected by nurse $n$ during time slot $s$. Constraints (4.19) force the binary variable $V_{3_{p,n,s}}$ to 1 (during the disconnection stage) if nurse $n$ starts the disconnection of patient $p$ at time slot $s$. Constraints (4.20) state that a nurse is considered as disconnecting a patient during the whole processing time at stage 5. Constraints (4.21) determine the number of patients disconnected by a nurse $n$ at a given time slot. Constraints (4.22) notify that a nurse can control at most four patients at the same time. Constraints (4.23) ensure that a nurse connects or disconnects at most one patient in any time slot $s$. Constraints (4.24) confirm that drug’s preparation starts after oncologist consultation. Constraints (4.25) guarantee that drugs administration starts when the drugs are ready.

In the considered problem, if the number of stages is equal to five, the number of machines in each stage is equal to one and capacity for all machines are equal to one, our problem is converted to $F5//C_{\text{max}}$ which its time complexity functions is known to be NP-hard (Garey et al., [8]). In the last three stages, we consider two types of resources the nurses and the chairs.

Therefore, the time complexity function of HFSP is at least NP-hard, which reflects that finding an optimum solution to the problem in a reasonable time is unlikely and hence heuristic approaches should be employed.

5. Lower bound

We found several lower bounds in the literature adapted to hybrid flow shop scheduling problems.

Oğuz et al. [27] proposed several lower bounds for a two-stage Hybrid flow shop scheduling with multiprocessor task with arbitrary processing time. Wang et al. [40] proposed a mixed integer programming model and derive a tighter lower bound for the same case. Li et al. [21] utilized a lower bound based on construction algorithm, they used the proposed lower bound in a branch-and-bound algorithm to solve HFSP and study how rescheduling affects surgeons’ delays and overtime. Ying and Lin [42] provided a lower bound and considered that for each stage, there are only machines and no additional resources.

Our problem presents some specific constraints such as resource constraints and no-waiting constraints in the injection phase. Thus, we provide a new lower bound for our specific problem. We got inspired by the lower bound proposed in [31,42].

To calculate the lower bound LB for our problem, we considered the maximum between two values LB1 and LB2. The first term LB1 is a lower bound based on jobs (patients), and the second term LB2 is a lower bound based on stages

$$\text{LB} = \max (\text{LB1}, \text{LB2}) \quad (5.1)$$

We first calculate LB1, which is based on the processing time of the patient having the longest duration:

$$\text{LB1} = \max_{p=1,...,P} \left( \sum_{i=1}^{5} \text{Dur}_{i,p} \right) \quad (5.2)$$

where: $P$ is the number of patients and $\text{Dur}_{i,p}$ presents the duration that a patient $p$ spends on stage $i$ ($i = 1, \ldots, 5$).

The second value LB2 is calculated as the maximum value of the lower bounds of all stages $i$: ($i = 1, \ldots, 5$):

$$\text{LB2} = \max_{i=1,...,5} (\text{LBS}_i) \quad (5.3)$$

To determine precisely the value of LBS$_i$, we assume that the scheduling is ensured without delay. Under this hypothesis, the time necessary to start the execution of the operation of a patient $p = 1, \ldots, P$, on any machine of the considered stage $i$, is at best equal to

$$\min_{p=1,...,P} \left( \sum_{l=1}^{i-1} \text{Dur}_{l,p} \right) \quad \text{and similarly, the time required to complete the execution of jobs on the remaining stages (from $i + 1$ to 5)} \text{ is } \min_{p=1,...,P} \left( \sum_{l=i+1}^{5} \text{Dur}_{l,p} \right).$$
It remains to evaluate a limit on the duration of patient’s treatment on stage \( i \). It is the maximum between two values: The first value is presented by the sum of the durations of all operations on stage \( i \) divided by \( nm_i \), which describes the number of machines available at that stage: \( \sum_{p=1}^{P} \text{Dur}_{1,p}/nm_i \). The second value corresponds to the maximum duration of the considered stage: \( \max_{p \in P} (\text{Dur}_{i,p}) \). Thus, the value of \( \text{LBS}_i \) for consultation stage and preparation stage is:

\[
\text{LBS}_1 = \max \left( \max_{p \in P} (\text{Dur}_{1,p}) \cdot \sum_{p=1}^{P} \frac{\text{Dur}_{1,p}}{nm_1} \right) + \min_{p=1,...,P} \left( \sum_{l=2}^{5} \text{Dur}_{l,p} \right)
\]

\[
\text{LBS}_2 = \min_{p=1,...,P} (\text{Dur}_{1,p}) + \max \left( \max_{p=1,...,P} (\text{Dur}_{2,p}) \cdot \sum_{p=1}^{P} \frac{\text{Dur}_{2,p}}{nm_2} \right) + \min_{p=1,...,P} \left( \sum_{l=3}^{5} \text{Dur}_{l,p} \right). \quad (5.4)
\]

For stages with additional resources (stage 3, 4 and 5), we must add a third value, this value is calculated by dividing the sum of the durations of all operations on stage \( i \) by \( nr_i \) which describes the number of resources available at this stage. The value of \( \text{LBS}_i \) in this case is as follow:

\[
\text{LBS}_3 = \min_{p=1,...,P} \left( \sum_{l=1}^{2} \text{Dur}_{l,p} \right) + \max \left( \max_{p=1,...,P} (\text{Dur}_{3,p}) \cdot \sum_{p=1}^{P} \frac{\text{Dur}_{3,p}}{nm_3} \right) + \min_{p=1,...,P} \left( \sum_{l=4}^{5} \text{Dur}_{l,p} \right)
\]

\[
\text{LBS}_4 = \min_{p=1,...,P} \left( \sum_{l=1}^{3} \text{Dur}_{l,p} \right) + \max \left( \max_{p=1,...,P} (\text{Dur}_{4,p}) \cdot \sum_{p=1}^{P} \frac{\text{Dur}_{4,p}}{nm_4} \right) + \min_{p=1,...,P} (\text{Dur}_{5,p})
\]

\[
\text{LBS}_5 = \min_{p=1,...,P} \left( \sum_{l=1}^{4} \text{Dur}_{l,p} \right) + \max \left( \max_{p=1,...,P} (\text{Dur}_{5,p}) \cdot \sum_{p=1}^{P} \frac{\text{Dur}_{5,p}}{nm_5} \right). \quad (5.6)
\]

LB2 determines the maximum of lower bound over all stages \( i = 1,\ldots,5 \), assuming no waiting between the stages. For each stage \( i \), the expression \( \text{LBS}_i \) is calculated by considering a single-stage multiprocessor task problem and adding the lower bound for the preceding stages and the succeeding stages. For the last three stages \( i = 3, 4 \) and 5, we consider both machines (chairs: \( nm_i \)) and resources (nurses: \( nr_i \)).

The analysis of this lower bound shows that when the operations’ durations in each stage are relatively close to each other, the bound LB is usually given by the value of LB2.

We can also notice that the more the processing times of the operations are small, the more the lower bound LB is close to the optimal solution. Indeed, for each stage, the value of \( \text{LBS}_i \) is obtained by equally dividing the durations of the operations among the machines in each stage; when some of these processing times are large, it becomes more difficult to find a scheduling that satisfies such a fair division, especially considering the precedence constraints between the operations using the same resource.

6. APPROXIMATED ALGORITHM

The Tabu Search (TS), proposed by Glover [9], is a meta-heuristic method that has been commonly used in combinatorial optimization. The general idea of this method is to compare at each iteration, a set of solutions from the neighborhood of the current one ([Laguna et al., 20]), and moves to the best one among them [9]. At each iteration, a flexible memory maintains a list of banned moves (tabu list) to avoid being stuck in a local optimality. The global structure of our TS implementation is represented in Algorithm 2.
In this paper, we present a constructive heuristic and an improvement procedure inspired from the tabu search method. The algorithm starts with the initial solution obtained by the constructive heuristic (Algorithm 1: H1) which is based on a priority order and the first come first served (FCFS) rules. In Algorithm 1, and to simplify the problem, stages 3–5 (i.e. the connection, injection and disconnection phases) are considered as one stage during which a patient occupies one chair and is taken care by the same nurse (i.e. a patient stays on the same chair and is monitored by the same nurse during the connection, injection and disconnection phases). A nurse can control up to four patients at the same time, but only one of them can be in the connection or disconnection phase. Since we have three stages \((j = 1, \ldots, 3)\), we provide to each patient \((p)\) a priority degree (denoted by Prio\(_p\)) on each stage. In the first stage, this priority index is calculated on the basis of the patients’ durations on the three stages. For the second and the third stages, we update the priority degree of each patient considering the ending time of the previous stage (see Algorithm 1). At each of the three stages, jobs (patients) are sorted in the decreasing order of their priority degrees (see Algorithm 1) then assigned one by one to the first available machine: oncologist \((o)\) for consultation stage (in this first stage, each patient is assigned to his referent oncologist), pharmacist \((ph)\) for drugs’ preparation stage and nurse \((n)\) and chair \((c)\) for injection stage. In the latter stage, the patient is assigned to the first available nurse that can perform the connection, injection and disconnection phases without interruption (i.e. no idle time is allowed between these three phases of the injection stage) while respecting the capacity constraints. Technically, the algorithm creates a time window for each nurse. This window specifies how many patients a nurse is dealing with during time slot \(s\) and indicates if one of them is in the connection or disconnection phase, which makes it easy to find the suitable nurse.

Algorithm 1. Constructive heuristic H1.

| Input: | o, n, ph, c and Dur\(_{p,j}\) |
| Output: | \(C_{\text{max}}\) and \(S = \text{Priority order of the patients;}\) |
| /*Stage 1; |  |
| Calculate \(A_1\): the average processing time of the patients on stage 1 |  |
| Calculate \(A_2\): the average processing time of the patients on stage 2 |  |
| Calculate \(A_3\): the average processing time of the patients on stage 3 |  |
| Calculate \(AT\): the total average processing time of the patients on the three stages |  |
| for each patient do |  |
| Prio\(_p\) ← 0; |  |
| end for |  |
| for each patient do |  |
| if \((\text{Dur}_{1,p} \geq A_1)\) then Prio\(_p\) ← Prio\(_p\) + 1; |  |
| if \((\text{Dur}_{2,p} \geq A_2)\) then Prio\(_p\) ← Prio\(_p\) + 1; |  |
| if \((\text{Dur}_{3,p} \geq A_3)\) then Prio\(_p\) ← Prio\(_p\) + 1; |  |
| if \((\text{Dur}_{1,p} + \text{Dur}_{2,p} + \text{Dur}_{3,p} \geq AT)\) then Prio\(_p\) ← Prio\(_p\) + 2; |  |
| end for |  |
| List \(S\) ← Sort patients in the descending order of Prio\(_p\) |  |
| for each patient do |  |
| assign patient \(p\) to his referent oncologist \(o\), calculate \(E_{1p}\); |  |
| /*\(E_{1p}\): The ending time of consultation stage of patient \(p\) |  |
| end for |  |
| /*Stage 2; |  |
| for each patient do |  |
| if \((\text{Dur}_{1,p} < \text{average}_{p=1,\ldots,P}(E_{1p}))\) then Prio\(_p\) ← Prio\(_p\) + 1; /* Update Prio\(_p\) |  |
| end if |  |
end for
Sort patients in the descending order of Priorp;

for each patient do
    assign patient \( p \) to the first available pharmacist \( ph \),
    calculate \( E_{2p} \); /* \( E_{2p} \): The ending time of drugs’ preparation phase of patient \( p \)
end for

/*Phase 3;*/
for each patient do
    if \( (E_{2p} < \text{average}_{p=1,...,P}(E_{2p})) \) then
        Priorp ← Priorp + 1; /* Update Priorp
    end if
end for
Sort patients in the descending order of Priorp;

for each patient do
    Assign patient \( p \) to the first available chair \( c \) and to the first available nurse \( n \) that respects the no-wait and capacity constraints;
    calculate \( E_{3p} \); /* \( E_{3p} \): The ending time of the disconnection phase of patient \( p \)
end for

\( C_{\text{max}} ← \max_{p=1,...,P} (E_{3p}) \)
return(\( C_{\text{max}}, S \))

The initial feasible solution \( S \) from which the improvement procedure (Algorithm 2) starts its searching process is the one returned by our constructive heuristic. This algorithm explores the neighborhood of the current solution by randomly exchanging the positions of two patients in the priority list of stage 1 (the initial list is obtained from the first stage of Algorithm 1). A tabu list (size 10) is used to prohibit the reverse move during a certain number of iterations. If the solution does not improve after 10 iterations, a diversification procedure is used by randomly exchanging two patients in the priority order of stage 2. However, the beginning of a patient’s treatment on stage 2 still has to wait until his consultation on stage 1 is over. The algorithm stops when a specified number of schedules are generated without improving the current solution. When this termination criterion is met (250 iterations without improving the solution), the algorithm returns the best solution found (\( S^* \)).

**Algorithm 2. Improvement procedure H2.**

**Input:** solution \( S \) and \( C_{\text{max}} \) returned by \( H1 \);

**Output:** Solution \( S^* \) and \( C_{\text{max}}^* \);

**Initialization:** \( S^* ← S; STemp ← S; C_{\text{max}}^* ← C_{\text{max}}; \) Tabu List \( TL ← \emptyset; numStage ← 1; \)

/*Termination criterion: 250 iterations without an improve.*/
/*Diversification criterion: 10 iterations without an improvement.*/
/* Tabu list size: 10 */

while (termination criterion not met) do
    \( S^* ← \text{ExchangePatients} (STemp) \)
    Run \( H1 \) using \( S^* \) as priority list in stage \( numStage \)
    if \( (C_{\text{max}} < C_{\text{max}}^*) \) then
        \( STemp ← S^* \)
        \( C_{\text{max}}^* ← C_{\text{max}}; \)
    end if
    \( numStage ← 1; \)
    if (diversification criterion is met)
\( STemp \leftarrow \text{The priority order used in stage 2 in the last run of } H1 \)
\( \text{numStage} \leftarrow 2; \)
\end{while}
\return \((C_{\text{max}}, STemp)\)
\ExchangePatients(S)
\{  
\( S1 \leftarrow \text{exchange the positions of two patients in the priority order } S \)
\while \((S \text{ in TL})\)
\( S1 \leftarrow \text{exchange the positions of two patients in the priority order } S \)
\end{while}
\insert \( S \) \in \text{TL}
\return \((S1)\)
\}

We applied the same example presented in Section 3 (Tab. 1) on heuristic H1 and we obtained a \( C_{\text{max}} \) equal to 150 min. The corresponding schedule is represented on (Fig. 3). We then applied the improvement procedure H2 where we improved the result from a \( C_{\text{max}} \) equal to 150 to a \( C_{\text{max}} \) equal to 115 min (Fig. 4). The lower bound for this example is equal to 85 min.

7. Experimental study

To evaluate the performance of the proposed approaches, we conducted experiments on a set of randomly generated instances based on observations in a Tunisian clinic. The mathematical model was solved using CPLEX 12.5.1 solver with the default setting. The heuristic and the metaheuristic are coded with C++ and the tests were held on a 16 GB computer with an Intel Xeon 3.00 GHz processor.

7.1. Generation of instances

The generation of instances is based on the observation of more than 20 days (March 2016) from the daily scheduling process in a Tunisian clinic. We noted that the average number of appointments per day was 38.76 requests. This reflects the real-world context of Clinique Ennasr. Indeed, the clinic, as a private facility, collaborates with various oncologists of different specialties. In addition, the duration of the treatment depends on the nature of the cancer and fixed by the oncologist.

The probability distributions of the different durations were determined based on the collected data and summarized in Table 2. We determined the probability distribution that best fit the collected data using XLSTAT software.

We considered 10 different size problems from 5 patients to 50 patients with a step of 5. For each size, we generated 10 instances (100 instances in total). Injection durations are generated according to a Lognormal probability distribution with an average of \( \mu = 150 \) and a standard deviation \( \sigma = 82.1 \). The rest of processing times are generated according to an exponential distribution with rate \( \lambda \) (Tab. 2). Three oncologists and two pharmacists were considered for all instances. The referent oncologist is generated according to a normal distribution between 1 and 3. For 5 patients instances, we considered 2 nurses and 3 chairs. Starting for 10 patients, we increased the number of nurses to 5 with 10 chairs.

7.2. Computational results

We applied our mathematical model and both heuristics on the set of 100 generated instances. We considered a slot time of 5 min for all instances. For the mathematical model, we obtained the optimal solution for all instances with less than or equal to 10 patients. For 15 patients, we ran the mathematical model for 3 h and we noted the best solution obtained so far along with the best lower bound. For instances with 20 patients, we could not obtain solutions after running the model for more than 24 h.
FIGURE 3. Scheduling solution of Example 1 after applying the constructive heuristic H1.
Figure 4. Scheduling solution of Example 1 after applying the improvement procedure H2.
Table 2. Probability distributions and their parameters for each stage time.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Probability distribution</th>
<th>Parameters (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consultation</td>
<td>Exponentiel</td>
<td>$\lambda = 4.66$</td>
</tr>
<tr>
<td></td>
<td>Expo($\lambda$)</td>
<td></td>
</tr>
<tr>
<td>Drugs’ preparation</td>
<td>Exponentiel</td>
<td>$\lambda = 0.67$</td>
</tr>
<tr>
<td></td>
<td>Expo($\lambda$)</td>
<td></td>
</tr>
<tr>
<td>Injection</td>
<td>Lognormal</td>
<td>$\mu = 150$</td>
</tr>
<tr>
<td></td>
<td>LN2($\mu$, $\sigma$)</td>
<td>$\sigma = 82.10$</td>
</tr>
<tr>
<td>Setting up</td>
<td>Exponentiel</td>
<td>$\lambda = 2.33$</td>
</tr>
<tr>
<td></td>
<td>Expo($\lambda$)</td>
<td></td>
</tr>
<tr>
<td>Disconnecting</td>
<td>Exponentiel</td>
<td>$\lambda = 0.25$</td>
</tr>
<tr>
<td></td>
<td>Expo($\lambda$)</td>
<td></td>
</tr>
</tbody>
</table>

For small instances (less than or equal to 15 patients), we compared the mathematical model results with the lower bound (Eq. (5.1)) and the heuristic and metaheuristic. For all instances with greater than or equal to 20 patients, we only compared the heuristic and metaheuristic results with the lower bound.

(H1-LB) and (H1-MIP) determine, respectively, the gap between the lower bound and the solution returned by the heuristic H1 and the gap between the Cplex solution and H1 solution. Similarly, (H2-LB) and (H2-MIP) calculate the gaps between the metaheuristic H2 solution and the lower bound and the Cplex solution.

Tables 3 and 4 display the results for respectively small, medium and large instances.

For both heuristic and metaheuristic, we detailed the obtained Cmax, the gap with the lower bound (Eqs. (7.3) and (7.5)) and the gap with the mathematical model obtained solution (Eqs. (7.4) and (7.6)).

\[
\text{MIP-LB (\% )} = \frac{\text{MIP-LB}}{\text{LB}} \times 100
\]
\[
\text{Cplex-LB – LB (\% )} = \frac{(\text{Cplex-LB – LB})}{\text{LB}} \times 100.
\]

\[
\text{H1-LB (\% )} = \frac{\text{H1-LB}}{\text{LB}} \times 100
\]
\[
\text{H1-MIP (\% )} = \frac{\text{(H1-MIP)}}{\text{MIP}} \times 100
\]
\[
\text{H2-LB (\% )} = \frac{\text{(H2-LB)}}{\text{LB}} \times 100
\]
\[
\text{H2-MIP (\% )} = \frac{\text{(H2-MIP)}}{\text{MIP}} \times 100.
\]

The mathematical model gave optimal solutions in 64 s on average for 5 patients and 3961 s on average for 10 patients. Starting from 15 patients, we were not able to obtain optimal solutions even after 24 h running time. The program was stopped after 3 h and both the best solution obtained so far along with the best lower bound were reported. For 5 and 10 patients, the gap between the optimal solution and the lower bound is equal to 0.96%, which demonstrates the quality of the lower bound LB. If we include the Cplex best lower bound obtained for 15 patients, the overall gap between the cplex best lower bound and LB is equal to 0.64%. We note that for all instances the computational time of both heuristics is negligible (few seconds). If we compare the results of H1 with the optimal solution and the lower bound, the gap with the lower bound is about 13.04% and with the optimal solution about 10.55%. Regarding the metaheuristic, the results were improved and the gap with the lower bound is only about 5.73% and with the optimal solution about 3.13%.
Table 3. Results for small instances.

<table>
<thead>
<tr>
<th>P</th>
<th>Inst.</th>
<th>LB</th>
<th>MIP Cmax</th>
<th>MIP- LB (s)</th>
<th>CPU</th>
<th>Best Cplex Cmax</th>
<th>MIP H1- LB (%)</th>
<th>H1- MIP (%)</th>
<th>Cmax H2- LB (%)</th>
<th>H2- MIP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P=5</td>
<td>5-1</td>
<td>41</td>
<td>6</td>
<td>41</td>
<td>0.00</td>
<td>42</td>
<td>2.44</td>
<td>2.44</td>
<td>41</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>5-2</td>
<td>68</td>
<td>70</td>
<td>2.94</td>
<td>237</td>
<td>70</td>
<td>2.94</td>
<td>26.47</td>
<td>74</td>
<td>8.82</td>
</tr>
<tr>
<td></td>
<td>5-3</td>
<td>57</td>
<td>57</td>
<td>0.00</td>
<td>34</td>
<td>57</td>
<td>0.00</td>
<td>0.00</td>
<td>57</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>5-4</td>
<td>67</td>
<td>67</td>
<td>0.00</td>
<td>15</td>
<td>67</td>
<td>0.00</td>
<td>0.00</td>
<td>67</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>5-5</td>
<td>67</td>
<td>71</td>
<td>5.97</td>
<td>84</td>
<td>71</td>
<td>5.97</td>
<td>35.82</td>
<td>87</td>
<td>29.85</td>
</tr>
<tr>
<td></td>
<td>5-6</td>
<td>66</td>
<td>66</td>
<td>0.00</td>
<td>106</td>
<td>66</td>
<td>0.00</td>
<td>7.58</td>
<td>66</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>5-7</td>
<td>54</td>
<td>54</td>
<td>0.00</td>
<td>54</td>
<td>54</td>
<td>0.00</td>
<td>22.22</td>
<td>54</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>5-8</td>
<td>65</td>
<td>65</td>
<td>0.00</td>
<td>65</td>
<td>65</td>
<td>0.00</td>
<td>3.08</td>
<td>65</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>5-9</td>
<td>45</td>
<td>45</td>
<td>0.00</td>
<td>45</td>
<td>45</td>
<td>0.00</td>
<td>46.67</td>
<td>54</td>
<td>20.00</td>
</tr>
<tr>
<td></td>
<td>5-10</td>
<td>59</td>
<td>59</td>
<td>0.00</td>
<td>59</td>
<td>0.00</td>
<td>63</td>
<td>6.78</td>
<td>61</td>
<td>3.39</td>
</tr>
<tr>
<td>P=10</td>
<td>10-1</td>
<td>44</td>
<td>47</td>
<td>6.82</td>
<td>47</td>
<td>49</td>
<td>11.36</td>
<td>4.26</td>
<td>49</td>
<td>11.36</td>
</tr>
<tr>
<td></td>
<td>10-2</td>
<td>56</td>
<td>56</td>
<td>0.00</td>
<td>2822</td>
<td>56</td>
<td>8.93</td>
<td>8.93</td>
<td>58</td>
<td>3.57</td>
</tr>
<tr>
<td></td>
<td>10-3</td>
<td>69</td>
<td>69</td>
<td>0.00</td>
<td>69</td>
<td>69</td>
<td>18.84</td>
<td>18.84</td>
<td>69</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>10-4</td>
<td>57</td>
<td>59</td>
<td>3.51</td>
<td>951</td>
<td>59</td>
<td>15.79</td>
<td>11.86</td>
<td>60</td>
<td>5.26</td>
</tr>
<tr>
<td></td>
<td>10-5</td>
<td>53</td>
<td>53</td>
<td>0.00</td>
<td>53</td>
<td>53</td>
<td>1.89</td>
<td>1.89</td>
<td>53</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>10-6</td>
<td>66</td>
<td>66</td>
<td>0.00</td>
<td>2366</td>
<td>66</td>
<td>10.61</td>
<td>10.61</td>
<td>66</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>10-7</td>
<td>70</td>
<td>70</td>
<td>0.00</td>
<td>70</td>
<td>70</td>
<td>0.00</td>
<td>0.00</td>
<td>70</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>10-8</td>
<td>67</td>
<td>67</td>
<td>0.00</td>
<td>5789</td>
<td>67</td>
<td>1.49</td>
<td>1.49</td>
<td>67</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>10-9</td>
<td>67</td>
<td>67</td>
<td>0.00</td>
<td>7934</td>
<td>67</td>
<td>8.96</td>
<td>8.96</td>
<td>68</td>
<td>1.49</td>
</tr>
<tr>
<td></td>
<td>10-10</td>
<td>69</td>
<td>69</td>
<td>0.00</td>
<td>4894</td>
<td>69</td>
<td>4.35</td>
<td>4.35</td>
<td>69</td>
<td>0.00</td>
</tr>
<tr>
<td>P=15</td>
<td>15-1</td>
<td>69</td>
<td>306*</td>
<td>10800</td>
<td>69</td>
<td>0.00</td>
<td>80</td>
<td>15.94</td>
<td>76</td>
<td>10.14</td>
</tr>
<tr>
<td></td>
<td>15-2</td>
<td>69</td>
<td>262*</td>
<td>10800</td>
<td>69</td>
<td>0.00</td>
<td>100</td>
<td>44.93</td>
<td>87</td>
<td>26.09</td>
</tr>
<tr>
<td></td>
<td>15-3</td>
<td>73</td>
<td>249*</td>
<td>10800</td>
<td>73</td>
<td>0.00</td>
<td>76</td>
<td>4.11</td>
<td>76</td>
<td>4.11</td>
</tr>
<tr>
<td></td>
<td>15-4</td>
<td>69</td>
<td>243*</td>
<td>10800</td>
<td>69</td>
<td>0.00</td>
<td>78</td>
<td>13.04</td>
<td>71</td>
<td>2.90</td>
</tr>
<tr>
<td></td>
<td>15-5</td>
<td>56</td>
<td>227*</td>
<td>10800</td>
<td>56</td>
<td>0.00</td>
<td>68</td>
<td>21.43</td>
<td>65</td>
<td>16.07</td>
</tr>
<tr>
<td></td>
<td>15-6</td>
<td>56</td>
<td>228*</td>
<td>10800</td>
<td>56</td>
<td>0.00</td>
<td>68</td>
<td>21.43</td>
<td>62</td>
<td>10.71</td>
</tr>
<tr>
<td></td>
<td>15-7</td>
<td>72</td>
<td>227*</td>
<td>10800</td>
<td>72</td>
<td>0.00</td>
<td>83</td>
<td>15.28</td>
<td>73</td>
<td>1.39</td>
</tr>
<tr>
<td></td>
<td>15-8</td>
<td>69</td>
<td></td>
<td>10800</td>
<td>69</td>
<td>0.00</td>
<td>82</td>
<td>18.84</td>
<td>71</td>
<td>2.90</td>
</tr>
<tr>
<td></td>
<td>15-9</td>
<td>69</td>
<td>226*</td>
<td>10800</td>
<td>69</td>
<td>0.00</td>
<td>69</td>
<td>0.00</td>
<td>69</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>15-10</td>
<td>69</td>
<td>227*</td>
<td>10800</td>
<td>69</td>
<td>0.00</td>
<td>71</td>
<td>2.90</td>
<td>71</td>
<td>2.90</td>
</tr>
</tbody>
</table>

Average 62.60 117.69 0.96% 4942.20 62.97 0.64% 70.63 13.04% 10.55% 65.87 5.37% 3.13%

Notes. *Best integer solution obtained by Cplex after 3 h.

In Table 4, the results for medium and large size instances are reported. Only the results of both heuristic and metaheuristic are detailed and compared with the lower bound. The overall gap between H1 solution and the lower bound LB is equal to 32.58%. However, this gap has been improved by the metaheuristic and is equal to 2.51%. The gap is still relatively high and might be justified by some hypotheses. When we increased the number of patients, we did not increase the number of nurses and chairs and maybe it becomes more difficult to find solutions close to the lower bound. We also think that the lower bound is restrictive especially for large size problems and with few resources. Nevertheless, the metaheuristic is capable to determine good solutions very rapidly for a very complex problem.
Table 4. Results for medium and large instances.

<table>
<thead>
<tr>
<th>$P$</th>
<th>Inst.</th>
<th>LB</th>
<th>Cmax</th>
<th>H1-LB (%)</th>
<th>Cmax</th>
<th>H2-LB (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>20-1</td>
<td>68</td>
<td>97</td>
<td>42.65</td>
<td>89</td>
<td>30.88</td>
</tr>
<tr>
<td></td>
<td>20-2</td>
<td>60</td>
<td>86</td>
<td>43.33</td>
<td>80</td>
<td>33.33</td>
</tr>
<tr>
<td></td>
<td>20-3</td>
<td>70</td>
<td>96</td>
<td>37.14</td>
<td>81</td>
<td>15.71</td>
</tr>
<tr>
<td></td>
<td>20-4</td>
<td>75</td>
<td>103</td>
<td>37.33</td>
<td>98</td>
<td>30.67</td>
</tr>
<tr>
<td></td>
<td>20-5</td>
<td>77</td>
<td>105</td>
<td>36.36</td>
<td>101</td>
<td>31.17</td>
</tr>
<tr>
<td></td>
<td>20-6</td>
<td>71</td>
<td>92</td>
<td>29.58</td>
<td>92</td>
<td>29.58</td>
</tr>
<tr>
<td></td>
<td>20-7</td>
<td>70</td>
<td>104</td>
<td>48.57</td>
<td>89</td>
<td>27.14</td>
</tr>
<tr>
<td></td>
<td>20-8</td>
<td>74</td>
<td>104</td>
<td>40.54</td>
<td>100</td>
<td>35.14</td>
</tr>
<tr>
<td></td>
<td>20-9</td>
<td>66</td>
<td>94</td>
<td>42.42</td>
<td>88</td>
<td>33.33</td>
</tr>
<tr>
<td></td>
<td>20-10</td>
<td>62</td>
<td>88</td>
<td>41.94</td>
<td>87</td>
<td>40.32</td>
</tr>
<tr>
<td>25</td>
<td>25-1</td>
<td>76</td>
<td>104</td>
<td>36.84</td>
<td>95</td>
<td>25.00</td>
</tr>
<tr>
<td></td>
<td>25-2</td>
<td>69</td>
<td>90</td>
<td>30.43</td>
<td>90</td>
<td>30.43</td>
</tr>
<tr>
<td></td>
<td>25-3</td>
<td>86</td>
<td>118</td>
<td>37.21</td>
<td>108</td>
<td>25.58</td>
</tr>
<tr>
<td></td>
<td>25-4</td>
<td>65</td>
<td>94</td>
<td>44.62</td>
<td>83</td>
<td>27.69</td>
</tr>
<tr>
<td></td>
<td>25-5</td>
<td>82</td>
<td>113</td>
<td>37.80</td>
<td>110</td>
<td>34.15</td>
</tr>
<tr>
<td></td>
<td>25-6</td>
<td>81</td>
<td>114</td>
<td>40.74</td>
<td>102</td>
<td>25.93</td>
</tr>
<tr>
<td></td>
<td>25-7</td>
<td>70</td>
<td>100</td>
<td>42.86</td>
<td>90</td>
<td>28.57</td>
</tr>
<tr>
<td></td>
<td>25-8</td>
<td>87</td>
<td>119</td>
<td>36.78</td>
<td>104</td>
<td>19.54</td>
</tr>
<tr>
<td></td>
<td>25-9</td>
<td>70</td>
<td>98</td>
<td>40.00</td>
<td>89</td>
<td>27.14</td>
</tr>
<tr>
<td></td>
<td>25-10</td>
<td>84</td>
<td>120</td>
<td>42.86</td>
<td>108</td>
<td>28.57</td>
</tr>
<tr>
<td>30</td>
<td>30-1</td>
<td>114</td>
<td>160</td>
<td>40.35</td>
<td>137</td>
<td>20.18</td>
</tr>
<tr>
<td></td>
<td>30-2</td>
<td>104</td>
<td>142</td>
<td>36.54</td>
<td>136</td>
<td>30.77</td>
</tr>
<tr>
<td></td>
<td>30-3</td>
<td>95</td>
<td>124</td>
<td>30.53</td>
<td>122</td>
<td>28.42</td>
</tr>
<tr>
<td></td>
<td>30-4</td>
<td>93</td>
<td>124</td>
<td>33.33</td>
<td>119</td>
<td>27.96</td>
</tr>
<tr>
<td></td>
<td>30-5</td>
<td>95</td>
<td>126</td>
<td>32.63</td>
<td>121</td>
<td>27.37</td>
</tr>
<tr>
<td></td>
<td>30-6</td>
<td>109</td>
<td>141</td>
<td>29.36</td>
<td>133</td>
<td>22.02</td>
</tr>
<tr>
<td></td>
<td>30-7</td>
<td>85</td>
<td>113</td>
<td>32.94</td>
<td>112</td>
<td>31.76</td>
</tr>
<tr>
<td></td>
<td>30-8</td>
<td>96</td>
<td>130</td>
<td>35.42</td>
<td>120</td>
<td>25.00</td>
</tr>
<tr>
<td></td>
<td>30-9</td>
<td>89</td>
<td>129</td>
<td>44.94</td>
<td>121</td>
<td>35.96</td>
</tr>
<tr>
<td></td>
<td>30-10</td>
<td>107</td>
<td>139</td>
<td>29.91</td>
<td>139</td>
<td>29.91</td>
</tr>
<tr>
<td>35</td>
<td>35-1</td>
<td>104</td>
<td>133</td>
<td>27.88</td>
<td>130</td>
<td>25.00</td>
</tr>
<tr>
<td></td>
<td>35-2</td>
<td>113</td>
<td>145</td>
<td>28.32</td>
<td>139</td>
<td>23.01</td>
</tr>
<tr>
<td></td>
<td>35-3</td>
<td>108</td>
<td>145</td>
<td>34.26</td>
<td>136</td>
<td>25.93</td>
</tr>
<tr>
<td></td>
<td>35-4</td>
<td>103</td>
<td>138</td>
<td>33.98</td>
<td>129</td>
<td>25.24</td>
</tr>
<tr>
<td></td>
<td>35-5</td>
<td>113</td>
<td>154</td>
<td>36.28</td>
<td>142</td>
<td>25.66</td>
</tr>
<tr>
<td></td>
<td>35-6</td>
<td>106</td>
<td>148</td>
<td>39.62</td>
<td>134</td>
<td>26.42</td>
</tr>
<tr>
<td></td>
<td>35-7</td>
<td>110</td>
<td>142</td>
<td>29.09</td>
<td>139</td>
<td>26.36</td>
</tr>
<tr>
<td></td>
<td>35-8</td>
<td>114</td>
<td>152</td>
<td>33.33</td>
<td>139</td>
<td>21.93</td>
</tr>
<tr>
<td></td>
<td>35-9</td>
<td>126</td>
<td>174</td>
<td>38.10</td>
<td>155</td>
<td>23.02</td>
</tr>
<tr>
<td></td>
<td>35-10</td>
<td>132</td>
<td>174</td>
<td>31.82</td>
<td>161</td>
<td>21.97</td>
</tr>
<tr>
<td>40</td>
<td>40-1</td>
<td>120</td>
<td>150</td>
<td>25.00</td>
<td>147</td>
<td>22.50</td>
</tr>
<tr>
<td></td>
<td>40-2</td>
<td>117</td>
<td>149</td>
<td>27.35</td>
<td>147</td>
<td>25.64</td>
</tr>
</tbody>
</table>

8. Conclusion

In chemotherapy services, it is very important to deliver the right care at the right time that is why scheduling problem for chemotherapy patients is very critical. Our aim is to realize the best health results by minimizing the treatment delays due to limited resources in different stages of the chemotherapy treatment.
To the best of our knowledge, there is no study that proposes optimization methods to schedule patients considering all stages of chemotherapy treatment with human and material resources management.

We proposed an exact resolution for scheduling patients for multiple stages in an outpatient chemotherapy department. The proposed scheduling method improves the patient flow by reducing the makespan, which is a critical factor. In current practice, appointments specified only the treatment day, which increases the total waiting time and the completion time. A shorter time between the arrival time and appointment time can reduce the waiting times for patients so we propose to determine the appointment time for each patient using a MIP model. The objective is to minimize the completion time of the daily activity. The model is formulated then tested with Cplex. It gave optimal solutions for less than or equal to than 10 patients. In this model, we integrate all stages of chemotherapy treatment based on instances from real world. In our case (private context), the development of exact methods can be sufficient especially at the end of the week when the patient volume is not high. For peak days (high volume of patients), we proposed a metaheuristic, that can reach satisfying solutions in a very short time. To assess the quality of the metaheuristic, we proposed a good-quality lower bound.
We led then an experimental study and show that our metaheuristic had a good performance for small instances with about 5.37% gap to the lower bound and 3.13% gap to the optimal solution. The gap to the lower bound increases to about 25% for medium and large instances.

The next step of this work is to improve the metaheuristic to get lower gaps with the lower bound for large size problems.

Other objective functions can also be considered such as reducing patients’ waiting times, maximizing the number of admitted patients, and maximizing profits.

In practice, chemotherapy process times are highly variable and uncertain. Thus, accounting for this random behavior in patients’ scheduling is crucial. For future research, we aim then to study chemotherapy scheduling problem under uncertainty in the processing times of each stage. Stochastic and scenario based approaches can be considered.
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