INVENTORY DECISION FOR PRODUCTS WITH DETERIORATION AND EXPIRATION DATES FOR POLLUTION-BASED SUPPLY CHAIN MODEL IN FUZZY ENVIRONMENTS
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Abstract. The proposed study addresses a two-echelon sustainable supply chain (SC) model with a single-vendor and a single-buyer by considering the detrimental impacts of environmental pollution due to production. Moreover, an estimation function of pollution measure due to production is developed through a separate modelling. In the entire supply chain, we assume the deterioration rate increases with time and it also depends on the product’s expiration date. On the other hand, the demand for deteriorating items at the buyer’s end is assumed to be the dense fuzzy number because of learning effect. The model is developed by defining the exact profit functions for the vendor, the buyer and the entire supply chain and solved by classical method. These lead to the determination of individual optimal policies, as well as the optimal policy for the joint integrated supply chain. Fuzzifying the final objective function via dense fuzzy rule, we have employed extended ranking procedure for its defuzzification. A comparative study on numerical illustration of the proposed objective function under centralized and decentralized policies in both crisp and dense fuzzy environment has also been studied to validate the model. Finally graphical illustrations and sensitivity analysis have been made for its global justifications.
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1. Introduction

In present global production-supply scenario, green environment sustainability is the essential key factor for the existence of any kind of enterprise. Inventory management studies should consider the entire supply chain membership and establish an integrated inventory model, rather than adopting a retailer’s or manufacturer’s explicit model. The application of the production-inventory model to manufacturers and retailers in supply chain may be discussed in the following two ways.
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1.1. Early-stage inventories and supply chains

Goyal [12] first developed an integrated inventory model based on the economic order quantity (EOQ) model to determine the optimal joint inventory policy for a single vendor and single buyer. Banerjee [2] developed a joint economic-lot-size model, in which a vendor produces to order for a buyer on a “lot-for-lot” basis. Goyal [13] relaxed the assumption of the “lot-for-lot” policy and got the better result from Banerjee [2]. Lu [28] subsequently extended Goyal’s [13] model to consider a one-vendor and multiple buyers in an integrated inventory model and relaxed the assumption that shipments cannot be triggered until the entire production batch is completed. Goyal [14] further aimed Lu’s [28] model to suggest that the shipment size to the buyer of production batch should be increased by a fixed factor. Hill [20] generalized the model of Goyal [14] by taking the geometric growth factor as a decision variable and demonstrated numerically on both equal shipment size policy and the policy adopted by Goyal [14]. Goyal and Nebebe [16] tried to exploit the benefits of equal-size and geometric policies and suggested a simple geometric-then-equal policy that produced positive results. Kelle et al. [25] first proposed production and shipping policy where the buyer’s order is delivered in $n$ shipments of equal size and the vendor’s production lot size can also be an integer $m$, multiple of the shipment size, where $m$ is different from $n$. Giri and Roy [11] developed production–inventory model in which the vendor offers a quantity discount to motivate the buyers to buy a larger quantity and delivered an unequal size per shipment. Thereafter, several researchers ([27, 36, 38, 43] etc.) continued to propose additional ordering and shipping policies for integrated inventory models.

However, previous studies of production-inventory models only explored the production, transportation or ordering strategies, or all strategies together, but did not consider the effect of deterioration with expiration dates, environmental pollution due to production, uncertain demand for deteriorating items at the buyer’s, and order sales which is necessary for a complete supply chain system. We know, the items, such as milk, fruit, blood, pharmaceutical product, vegetables etc. decay or deteriorate over time and similarly, COVID-19 materials can pollute more. Therefore, it is important to study the behavior of such decaying, deteriorating and pollution sensitive items, towards the formulation of appropriate inventory control policies that explicitly take such behavior into the account. Ghare and Schrader [10] were the first authors to consider the effect of decay on inventory items. They used the term “inventory decay” to describe this phenomenon, including direct spoilage, physical depletion and deterioration. They developed a general economic order quantity (EOQ) type model under constant demand with exponential decay, which could be solved iteratively, but not directly. Thereafter, a great deal of research efforts has been devoted to inventory models of deteriorating items, the details can be found in the review articles by Raafat [40] and Goyal and Giri [15]. Although numerous studies have been conducted on deterioration items, but few of them have been considered expiration (maximum lifetime) issue of deteriorating items. Mukherjee and Mahata [35] discussed about fixed lifetime of deteriorating items. Recently, Mahato and Mahata [32], Wang et al. [44], Wu et al. [46] discussed deteriorating items with maximum lifetime. Most existing inventory models for deteriorating items are EOQ models having different sub-systems in the supply chain independently. Although the notion of cooperation between suppliers and buyers has received more and more attention in the literature, but out of them few integrated inventory approaches for deteriorating items have been developed yet. Rau et al. [41] developed a multi-echelon inventory model for a deteriorating item and derive the optimal joint total cost from an integrated perspective, including the supplier, the producer and the buyer. In two-layer SC, pricing and quality discounts are also analyzed [21,37].

To consider the issues of pollution in inventory modelling very few research articles have been found in the literature. Most of them came from the policies of carbon footprint or carbon cap taxation also. The carbon constrained EOQ model was established by Hua et al. [23], He et al. [19] and Hovelaque and Bironneau [22]. However, Benjaafar et al. [4] argued that businesses can reduce carbon emissions considerably through operations management (such as inventory management) without substantially increasing their costs. He et al. [18] studied production lot-size model with carbon emissions under cap-and trade and carbon tax regulations. Mahato and Mahata [18] discussed all the potential cases, which may occur in the green inventory models with carbon emission cost under different allowable delay-in-payments. Recently, Shen et al. [42] explored the production
and inventory problem in supply chain subject to a carbon tax policy. In all the above models, researchers have only considered all the parameters and variables as crisp values. Although crisp models offer an overview of the approach of inventory systems under various assumptions, they are not able to provide factual terms. As a result, exerting crisp models in general can lead to errors in decision-making. But, in crisp models, inventory managers must be flexible in determining the optimum economic lot size to cause non-random uncertainty-based cost reduction in practice.

1.2. Modern supply chains and various approaches

Zadeh [49] developed the concepts of fuzzy sets to capture the uncertainties in decision making. Since then, Bellman and Zadeh [3] applied it in decision making for industrial management problems. Mahata and Goswami [30] proposed an EOQ model for deteriorating items considering the fuzzy cost parameters. Mahata and Mahata [31] studied a fuzzy EOQ inventory model with two phase trade credits for deteriorating items in the fuzzy sense. In another study, Mahata [29] discussed an imperfect production model with partial backlogging of shortage quantity in fuzzy random environments. De and Sana [8] studied a hill type fuzzy stochastic model and got solutions via Bonferroni mean operator over score function of the fuzzy numbers. Type-2 fuzzy set has been utilized for solving four-layer green supply chain model [39]. Also, to solve a backorder model nonlinear heptagonal dense fuzzy set is employed [34].

However, in the literature several ranking rules have been adopted by the eminent researchers like Yager [47], Allahviranloo and Saneifard [1], Ezzati et al. [9], etc. The concepts of deviation degree in fuzzy numbers were hosted by Kumar et al. [26], Hajjari and Abbasbandy [17], Yu et al. [48], etc. in developing the several inventory models. The main key factor of an inventory under smooth running is the supply of demand to the customers as quick as possible. But in reality, we see due to lack of information, the decision makers used go for wrong decision in management system. So, information gathering is one of the most essential part and parcel of any SC process. In the literature, attempts have been taken by Kazemi et al. [24] to gain information through learning and for getting process in fuzzy parameters for the backorder EOQ model with imperfect quality items. They applied Wright’s [45] learning curve to gain knowledge in which the numbers of shipments are the vital factor. In another study, De and Mahata [7] discussed the learning effect on demand parameter in a backorder EOQ model through the variation of cycle time. Their basic notion is that, longer cycle time of an inventory could motivate customers in favor of that inventory spontaneously. They used the cloudy fuzzy approach on demand and compared the results with that of the general fuzzy model to justify their new approach. But in our study, we have shown that customers/public interactions with the decision makers (DM) can change the motivation so that a catchment area over demand reaches very soon. In this study we have shown that adequate interaction could perform better goal in favor of inventory management system. However, a reverse logic, more and more interactions of the DM to their learned customers can make a harmful situation (non-favorable to DM) on the process itself. Also, such adequacy on interactions/negotiations/bargaining may vary from commodity to commodity, situations to situations even customer to customer or customer to DM implicitly. Thus, we take the customer’s demand as dense fuzzy number to estimate the actual learning outcomes in the inventory process itself. We have utilized De and Beg’s [6] ranking index rule to defuzzify the fuzzy objective function.

Thus, it is seen that, none of the authors has presented an optimal production, shipping, ordering, and environmental pollution due to production, uncertain demand for deteriorating items at the buyer’s site for an integrated supply chain system with respect to deteriorating raw materials and finished products with expiration date. No study has yet been considered over a two-echelon supply chain considering the detrimental impacts of deterioration using environmental pollution due to production also. The deterioration rate increases with time and it also depends on the product’s expiration date. Further, the demand for deteriorating items at the buyer’s end is assumed to be the dense fuzzy number because of learning effect. In terms of model formulation, the total profit functions of the retailer and manufacturer are established and then integrated to obtain the joint total profit function per unit time. Moreover, we split the model into two different cases namely crisp and dense fuzzy environments. Applying ranking index rule the new expressions for decision variables are developed. Numerical
examples are also studied extensively. A sensitivity analysis and graphical illustrations are done to justify the new approach. At the end, a conclusion is made followed the scope of future work.

Now, we may put the basic research questions over here:
(a) Is it possible to estimate the environmental pollution due to production in two-layer supply chain?
(b) What will be the optimal order quantity of the buyer, the optimum cycle time for vendor and buyer and their corresponding profit values?
(c) What is the learning frequency value whenever the demand rate assumes dense fuzzy number under non-random uncertain system?
(d) Whether the centralized policy could be able to create more profit of the SC or not.

2. Preliminary

In this section we shall discuss some useful concepts and definitions which are frequently used in developing this model.

2.1. Triangular dense fuzzy set (TDFS) [6]

The fuzzy set of the form
\[
\tilde{A} = \left( a_2 \left( 1 - \frac{\rho}{1 + k} \right), a_2, a_2 \left( 1 + \frac{\sigma}{1 + k} \right) \right), \quad \text{for } 0 < \rho, \sigma < 1
\]
(2.1)
is called TDFS where \( k \) represents the learning frequency parameter, \( \rho, \sigma \) are the fuzzy left and right deviation parameters and \( a_2 \) is the crisp/classical value. The memberships function for \( 0 \leq k \) is defined as follows:
\[
\mu(x, k) = \begin{cases} 
0, & \text{if } x < a_2 \left( 1 - \frac{\rho}{1 + k} \right) \text{ and } x > a_2 \left( 1 + \frac{\sigma}{1 + k} \right) \\
\frac{x - a_2 \left( 1 - \frac{\rho}{1 + k} \right)}{a_2 \left( 1 + \frac{\sigma}{1 + k} \right) - x}, & \text{if } a_2 \left( 1 - \frac{\rho}{1 + k} \right) \leq x \leq a_2 \left( 1 + \frac{\sigma}{1 + k} \right) \\
\frac{a_2 \left( 1 + \frac{\sigma}{1 + k} \right) - x}{a_2 \left( 1 - \frac{\rho}{1 + k} \right)}, & \text{if } a_2 \leq x \leq a_2 \left( 1 + \frac{\sigma}{1 + k} \right). 
\end{cases}
\]
(2.2)

2.2. Defuzzification method based on \( \alpha \)-cuts

The left and the right \( \alpha \)-cuts of a triangular dense fuzzy number \( \tilde{A} = \mu(x, k) \) are, \( L^{-1}(\alpha, k) = a_2 \left( 1 - \frac{\rho}{1 + k} + \frac{\rho \alpha}{1 + k} \right) \) and \( R^{-1}(\alpha, n) = a_2 \left( 1 + \frac{\sigma}{1 + k} - \frac{\sigma \alpha}{1 + k} \right) \). So,
\[
L^{-1}(\alpha, k) + R^{-1}(\alpha, k) = a_2 \left( 2 - \frac{\rho}{1 + k} + \frac{\rho \alpha}{1 + k} + \frac{\sigma}{1 + k} - \frac{\sigma \alpha}{1 + k} \right) = a_2 \left( 2 + \frac{(\rho - \sigma) \alpha}{\rho + (\sigma - \rho) \alpha} \right).
\]

Now, we use the Yager’s [47] method of ranking index as an extension of the new defuzzification method for the TDFS \( \tilde{A} \) and it is stated as follows:
\[
I(\tilde{A}) = \frac{1}{2N} \sum_{k=0}^{N} \int_{0}^{1} \{ L^{-1}(\alpha, k) + R^{-1}(\alpha, k) \} d\alpha.
\]
(2.3)

Thus,
\[
\int_{0}^{1} \{ L^{-1}(\alpha, k) + R^{-1}(\alpha, k) \} d\alpha = a_2 \left( 2 + \frac{\sigma - \rho}{2(1 + k)} \right).
\]

Hence
\[
I(\tilde{A}) = \frac{1}{2N} \sum_{k=0}^{N} a_2 \left( 2 + \frac{\sigma - \rho}{2(1 + k)} \right) = \frac{a_2}{2N} \left[ 2N + \frac{\sigma - \rho}{2} \left\{ \frac{1}{1 + 0} + \frac{1}{1 + 1} + \frac{1}{1 + 2} + \ldots + \frac{1}{1 + N} \right\} \right].
\]
(2.4)
3. Notation and assumptions

3.1. Notations

The following notation is used throughout this paper for the development of the production-inventory model:

- \( A_b \) Buyer’s ordering cost per replenishment cycle ($)
- \( A_v \) Vendor’s setup cost per production cycle ($)
- \( c \) Vendor’s product cost per unit ($)
- \( v \) Vendor’s supply price per unit ($) 
- \( s \) Buyer’s selling price per unit ($) 
- \( h_b \) Buyer’s holding cost per unit per unit time ($) 
- \( h_v \) Vendor’s holding cost per unit per unit time ($) 
- \( c_T \) Buyer’s fixed shipping cost per shipment ($) 
- \( c_t \) Buyer’s variable shipping cost per unit ($) 
- \( p_c \) Pollution cost per unit pollution index ($) 
- \( \theta \) Deterioration rate of the item per unit quantity 
- \( L \) Expiration date of the item (year) 
- \( P \) Vendor’s production rate (unit/year) 
- \( D \) Buyer’s demand rate (unit/year) 
- \( F(t) \) Freshness index of the item in time t (a function of the expiration date) 
- \( T_p \) Time length between the first production and shipping items from the vendor to the buyer 
- \( T_b \) Length of the buyer’s replenishment cycle time, a decision variable 
- \( T_v \) Length of the vendor’s production time, a decision variable 
- \( m \) Number of shipments from the vendor to the buyer, a decision variable 
- \( Q \) Buyer’s order quantity, a decision variable 
- \( q \) Shipped quantity from the vendor to the buyer on each occasion, \( q = \frac{Q}{m} \)

3.2. Assumptions

(i) The production-inventory system involves a single vendor, single buyer, and single commodity.
(ii) The vendor’s production rate is finite. During production period \( P(1 - \theta) > D \) is satisfied.
(iii) The inventory system involves one type of deteriorating item with expiration date \( L \), and both quantity and quality losses are involved.
(iv) Deterioration occurs in vendor’s and buyer’s inventory. By referring to Mahato and Mahata [32], Wu et al. [46] and Mukherjee and Mahata [35], during the expiration date \( L \), the quantity loss rate of the items can be defined as follows:

\[
\theta(t) = \frac{1}{1 + L - t}, \quad 0 \leq t \leq T_b \leq L.
\]  
(3.1)

(v) The buyer orders a lot of size \( Q \) units and requires the vendor to divide \( n \) consignments and to deliver \( q \) units in each shipment. All shipping costs are borne by the buyer.
(vi) Production rate and demand rate are independent of the production lot size and are constant.
(vii) Shortages are not permitted for the vendor or buyer.

4. Model formulation

In this paper, we investigate an integrated inventory model for deteriorating items with expiration date considering environmental pollution. First, we formulated the following simple description of the production-inventory system: during an entire production cycle (the length of the period is \( T_v \)) in the supply chain system, the buyer orders \( Q \) units, which the vendor is then required to divide into \( n \) consignments. The number of deliveries is \( q = \frac{Q}{m} \) units per shipment. In compliance with the JIT system, the vendor begins shipment during the production period and ships to the buyer when the production quantity first reaches \( q \) units (the length of the period is \( T_p \)). The vendor then ships \( q \) units at the expected time (the length of the period is \( T_b \)). Because
the production rate is greater than the demand rate, the vendor will cease production and continue to make
regular shipments until the total quantity shipped reaches $I_{\text{max}}$ (the length of the period is $T_s$). Based on the
aforementioned notation and assumptions, we first establish the total profit function per unit of time for the
buyer and vendor as follows.

4.1. Estimation of pollution level due to production

Here we shall discuss the story behind environmental pollution and its assessment. Traditionally, researchers
are engaged in developing various models of producing commodities at different industrial sectors; its trans-
portation and supply chains. We know, for any kind of industrial production there corresponds a considerable
amount of pollution which are adding to the environment day by day. Also, human intervention upon envi-
ronment is creating environmental hazards and pollution accumulation (the collective effect of air, soil and
water pollution). Such kind of “pollution-production” has no outlet to discharge/transfer or in other words this
produced item has no demand. However, in practical situation we found a little bit of its reduction by means of
absorption by nature (environment). For example, small particulate matters of air are getting washed out during
rain fall, the green vegetation absorbs CO$_2$ during photosynthesis, the harmful pollutants like SO$_2$, CO, SO$_3$
etc. are converted to some other substances with the use of technological advancement associated to production
industries itself.

Therefore, we may design a pollution production model under some assumptions and notations exclusively.

4.1.1. Assumptions and notations

Assumptions

(i) The environment itself has a minimum level of pollution whether human intervention upon environment
takes place or not.
(ii) 100% pollution reduction is not possible; rather a little part of total pollution can be reducible with the
help of advanced technology and by the vegetation of environment and hence large amount of pollution is
getting pile up over time.
(iii) Amount of pollution adding to the environment follows geometric progression.
(iv) At the time of infinity, the pollution level reaches to a maximum level, called life limit.
(v) All kinds of pollutions are harm to animal and plant kingdom.
(vi) Amount of pollution means the average of $m$ successive amount of pollution came from $n$ production cycles
of an industry.
(vii) The term “life limit” means a certain amount of environmental pollution for which about 80% each of the
animal and plant species might extinct of.

Notations

$J_i$ Pollution level at any time $t$ of the $i$-th production cycle.
$p$ Rate of pollution absorption by the nature.
$p_i^{i-1}$ The threshold amount of pollution at the $i$-th production cycle.
$w_m$ Total amount of pollution after $n$ production cycle.
$T$ The industrial production cycle time (months)
$\lambda', \lambda$ Scale parameters of pollution
$p_i$ Pollution rate at the $i$-th production cycle

4.1.2. Mathematical foundation of Pollution Production (PP) model

Let the pollution rate $\lambda p_i$ is adding to the environment during the $i$-th industrial production cycle of a single
industrial set up (Fig. 1). The pollution is reduced due to environmental absorption only and the major parts
are adding to the environment over time. Then considering the above assumptions and for $n$ cycles of production
the governing differential equation of the pollution production model is given by
\[
\begin{cases}
\frac{dJ_i(t)}{dt} + \varphi J_i(t) = \gamma p^i, & 0 \leq t < \infty \\
\text{Subject to } J_i(0) = \gamma' p_0^{i-1}, & i = 1, 2, 3, \ldots, m.
\end{cases}
\] (4.1)

Solving (4.1) we get
\[
J_i(t) = \gamma' p_0^{i-1} e^{-\varphi t} + \gamma p^i \left(1 - e^{-\varphi t}\right).
\] (4.2)

Now utilizing (4.2) the total amount of pollution after \(m\) cycles is given by
\[
w_m = \sum_{i=1}^{m} \int_0^{mT} J_i(t) \, dt = \int_0^{mT} \left\{ \gamma' e^{-\varphi t} \sum_{i=1}^{m} p_0^{i-1} + \gamma \left(1 - e^{-\varphi t}\right) \sum_{i=1}^{m} p^i \right\} \, dt.
\]
So average amount of cumulative pollution per cycle over \(m\) cycles is
\[
\bar{w} = \frac{w_m}{m} = \left\{ mT - \frac{(1 - e^{-\varphi mT})}{m\varphi} \right\} \frac{\gamma p(p^m - 1)}{p - 1} + \frac{(1 - e^{-\varphi mT})}{m\varphi} \frac{\gamma' (p_0^m - 1)}{p_0 - 1}.
\]
So, the total pollution cost is given by
\[
\text{PLC} = p_c \left[ \left( mT_v - \frac{(1 - e^{-\varphi mT_v})}{\varphi} \right) \frac{\gamma p(p^m - 1)}{p - 1} + \frac{(1 - e^{-\varphi mT_v})}{\varphi} \frac{\gamma' (p_0^m - 1)}{p_0 - 1} \right].
\] (4.3)

**Special cases**

(i) When the natural absorption rate \(\varphi \to 0\) then \(\bar{w} \to T \frac{\gamma' (p_0^m - 1)}{p_0 - 1}\).

Since,
\[
\lim_{\varphi \to 0} \bar{w} = \left\{ mT - \begin{cases} 1 \end{cases} \frac{(1 - e^{-\varphi mT})}{\varphi} \right\} \frac{\gamma p(p^m - 1)}{p - 1} + \frac{(1 - e^{-\varphi mT})}{\varphi} \frac{\gamma' (p_0^m - 1)}{p_0 - 1} \\
= \lim_{\varphi \to 0} \left\{ mT - \frac{mT(e^{-\varphi mT} - 1)}{-m\varphi T} \right\} \frac{\gamma p(p^m - 1)}{p - 1} + \frac{(e^{-\varphi mT} - 1) mT \gamma' (p_0^m - 1)}{-m\varphi T} \frac{p_0 - 1}{p_0 - 1}
\]
$$= \frac{T \gamma'(p^n - 1)}{p_0 - 1}.$$ 

So, \( w \rightarrow T \frac{\gamma'p^n}{p_0 - 1}. \) ]

(ii) When the natural absorption rate \( \varphi \rightarrow \infty \) then \( w \rightarrow T \frac{\gamma'p^n}{p_0 - 1}. \) [Since, \( \lim_{\varphi \rightarrow \infty} w = \frac{m - \gamma'p^n}{\varphi}. \]

Now, \( \lim_{\varphi \rightarrow \infty} \frac{1 - e^{-\varphi mT}}{\varphi} = \lim_{\varphi \rightarrow \infty} \frac{e^{\varphi mT} - 1}{\varphi e^{\varphi mT}} = (\infty) \) form. So, applying L’ Hospital’s rule we get

$$\lim_{\varphi \rightarrow \infty} \frac{1 - e^{-\varphi mT}}{\varphi} = \lim_{\varphi \rightarrow \infty} \left[ \frac{mT e^{\varphi mT}}{e^{\varphi mT} + \varphi mT e^{\varphi mT}} \right] = \lim_{\varphi \rightarrow \infty} \left[ \frac{mT}{1 + \varphi mT} \right] = 0.$$

### 4.2. The Buyer’s annual profit function

The buyer’s inventory model can be depicted as in Figure 2. Replenishment cycle is marked by the receipt of an order quantity \( q \) from the vendor. This inventory is displayed on shelves at the retail outlet and it can only be kept for a specified amount of time, known as the expiration date. Once this date has elapsed, the inventory can no longer be used to meet consumers’ demand. Over the replenishment cycle, the buyer’s inventory level at time \( t \) decreases due to the effect of both market demand and deterioration of the item and is governed by the following differential equation:

$$\frac{dI_b(t)}{dt} + \frac{1}{1 + L - t} I_b(t) = -D, \quad 0 \leq t \leq T_b. \quad (4.4)$$

Solving (4.4) with the boundary condition \( I_b(T_b) = 0 \), we obtain the buyer’s inventory level as

$$I_b(t) = D(1 + L - t) \log \left[ \frac{1 + L - t}{1 + L - T_b} \right], \quad 0 \leq t \leq T_b. \quad (4.5)$$

Given that the buyer receives an order quantity \( q \) at the start of each cycle (i.e., \( t = 0 \)), the boundary condition \( I_b(0) = q \) is binding. Through substitution in (4.5), it follows that

$$q = I_b(0) = D(1 + L) \log \left[ \frac{1 + L}{1 + L - T_b} \right]. \quad (4.6)$$

The buyer’s total profit per replenishment cycle includes sales revenue (SR), ordering cost (OC), transportation cost (TPC), purchase cost (PC), holding cost (HC).

These components are evaluated as follows:

(i) Sales revenue (SR): during the replenishment cycle, the buyer’s total sales volume per replenishment cycle is, \( Q_d = DT_b \). Thus, the buyer’s sales revenue per replenishment cycle is, \( SR = sDT_b \).

(ii) Ordering cost (OC): the buyer’s ordering cost per replenishment cycle is, \( OC = A_b \).

(iii) Purchase cost (PC): the buyer’s purchase cost is, \( PC = vq = \nu D(1 + L) \log \left[ \frac{1 + L}{1 + L - T_b} \right] \).

(iv) Inventory holding cost (HC): the buyer’s holding cost per replenishment cycle is,

$$HC = h_b \int_0^{T_b} I_b(t) dt = h_b D \left[ \frac{1}{2} (1 + L^2) \log \left( \frac{1 + L}{1 + L - T_b} \right) + L \log \left( \frac{1 + L}{1 + L - T_b} \right) - \frac{1}{2} T_b \right].$$

(v) Transportation cost (TC): the buyer’s transportation cost including fixed and variable costs per replenishment cycle is,

$$TPC = c_T + c_Tq = c_T + c_TD(1 + L) \log \left[ \frac{1 + L}{1 + L - T_b} \right].$$
Combining the above calculated cost components; we obtain the buyer’s total profit per unit time as,

$$TP_b(T_b) = sD - \frac{1}{T_b} \left[ A_b + c_T + (v + c_t)D(1 + L) \log \left( \frac{1 + L}{1 + L - T_b} \right) \right]$$

$$- \frac{h_b}{T_b} D \left[ \frac{1}{2} (1 + L^2) \log \left( \frac{1 + L}{1 + L - T_b} \right) + L \log \left( \frac{1 + L}{1 + L - T_b} \right) - \frac{1}{2} T_b - \frac{1}{2} LT_b + \frac{1}{4} T_b^2 \right].$$

(4.7)

Proposition 4.1. Buyer’s total profit per unit time $TP_b(T_b)$ is a strictly pseudo-concave function in $T_b$, and hence exists a unique maximum solution $T_b = T_b^*$, where $T_b^* \in (0, \infty)$ satisfying $\frac{dTP_b(T_b)}{dT_b} = 0$.

Proof. See Appendix A. □

To find $T_b^*$, taking the first-order derivative of $TP_b(T_b)$ with respect to $T_b$, setting the result to zero, we get

$$\frac{dTP_b(T_b)}{dT_b} = \frac{1}{T_b} \left[ A_b + c_T + (v + c_t)D(1 + L) \log \left( \frac{1 + L}{1 + L - T_b} \right) \right] - \frac{(v + c_T)D(1 + L)}{T_b(1 + L - T_b)}$$

$$+ \frac{h_b}{T_b} D \left[ \frac{1}{2} (1 + L^2) \log \left( \frac{1 + L}{1 + L - T_b} \right) + L \log \left( \frac{1 + L}{1 + L - T_b} \right) - \frac{1}{2} T_b - \frac{1}{2} LT_b + \frac{1}{4} T_b^2 \right]$$

$$- \frac{h_b}{T_b} D \left[ \frac{(1 + L)^2}{2(1 + L - T_b)} + \frac{L}{1 + L - T_b} - \frac{1}{2} - \frac{L}{2} + \frac{T_b}{2} \right] = 0. \tag{4.8}$$

The expressions for necessary and sufficient conditions are complicated to obtain an analytical closed-form solution for the decision variable $T_b$ from equation (4.8).
4.3. The vendor’s annual profit function

The vendor and buyer’s cumulative inventory can be shown in Figure 3.

According to the vendor, during the time interval \([0, T_s]\), the inventory level of the vendor changes by the combined effect of production and deterioration of the item. Hence, the vendor’s inventory level at time \(t\) during the time interval \([0, T_s]\) is governed by the following differential equation:

\[
\frac{dI_p(t)}{dt} + \frac{1}{1 + L - t} I_p(t) = P, \quad 0 \leq T \leq T_s
\]  

(4.9)

with boundary condition \(I_p(0) = 0\). Solving (4.9), we obtain

\[
I_p(t) = P(1 + L - t) \log\left(\frac{1 + L}{1 + L - t}\right), \quad 0 \leq T \leq T_s.
\]  

(4.10)

From Figure 3, \(I_p(T_p) = q\) implies

\[
T_p = (1 + L) \left[1 - e^{-\frac{q}{P(1+L-T_p)}}\right].
\]  

(4.11)

During the time interval \([T_s, T_v]\), the vendor’s inventory level decreases because of item deterioration, and its inventory level at time \(t\) during the time interval \([T_s, T_v]\) is governed by the following differential equation:

\[
\frac{dI_d(t)}{dt} + \frac{1}{1 + L - t} I_d(t) = 0, \quad T_s \leq T \leq T_v.
\]  

(4.12)
Similarly, the vendor’s inventory level during the time interval \([T_s, T_v]\) with the boundary condition \(I_d(T_v) = mq = mD(1 + L)\log\left(\frac{1 + L}{1 + L - T_b}\right)\) can be obtained by solving (4.12), which yields
\[
I_d(t) = mD(1 + L)\log\left(\frac{1 + L - t}{1 + L - T_v}\right), \quad T_s \leq T \leq T_v.
\] (4.13)

From (4.10), (4.13), and the fact \(I_p(T_s) = I_d(T_s)\), the following equation can be produced:
\[
T_s = (1 + L)\left[1 - e^{-\frac{mq}{m(L+L-Te)}}\right].
\] (4.14)

Similarly, the vendor’s total profit per production cycle includes sale revenue, setup cost, production cost, holding cost, and pollution cost. These components are evaluated as follows:

(i) The vendor’s sales revenue per production cycle is,
\[
\text{SR}_v = vQ = vmq = vmD(1 + L)\log\left(\frac{1 + L}{1 + L - T_b}\right).
\]

(ii) The vendor’s setup cost per production cycle is \(A_v\).

(iii) The vendor’s production cost per production cycle is
\[
cPT_s = cP(1 + L)\left[1 - e^{-\frac{mq}{m(L+L-Te)}}\right].
\]

(iv) Holding cost which is as follows. The vendor’s total inventory per production cycle is equal to the vendor’s cumulative inventory minus the buyer’s cumulative inventory, and is given by
\[
\int_0^{T_s} I_p(t)dt + \int_{T_s}^{T_v} I_d(t)dt - [qT_b(1 + 2 + \ldots + (m - 1))].
\]

Therefore, the vendor’s total holding cost per production cycle is
\[
h_v\left[\int_0^{T_s} I_p(t)dt + \int_{T_s}^{T_v} I_d(t)dt - [qT_b(1 + 2 + \ldots + (m - 1))]\right]
\]
\[
= h_vP\left[\frac{\log(1 + L)}{2}\left\{(1 + L)^2 - (1 + L - T_s)^2\right\}\right]
\]
\[
- h_vP\left[\left\{(1 + L)^2\log(1 + L) - (1 + L)^2\right\} - \left\{(1 + L - T_s)^2\log(1 + L - T_s) - \frac{(1 + L - T_s)^2}{4}\right\}\right]
\]
\[
+ h_v \frac{mq}{(1 + L - T_v)}\left\{(1 + L)T_v - \frac{T_v^2}{2}\right\} - \left\{(1 + L)T_s - \frac{T_s^2}{2}\right\}\right]
\]
\[
- h_vT_b \frac{m(m - 1)}{2} D(1 + L)\log\left\{\frac{1 + L}{1 + L - T_b}\right\}.
\]

(v) Pollution cost per production cycle is given by
\[
p_c\left[\left(mT_v - \frac{(1 - e^{-\varphi m T_v})}{\varphi}\right) \frac{\gamma (p^n - 1)}{p - 1} + \frac{(1 - e^{-\varphi m T_v})}{\varphi} \frac{\gamma'(p_0^n - 1)}{p_0 - 1}\right].
\]
Consequently, the vendor’s total profit per unit of time (denoted by $TP_v(m, T_v)$) is

$$TP_v(m, T_v) = \frac{1}{T_v + T_b} \left\{ \frac{vmD(1 + L)\log\left[\frac{1+L}{1 + L - T_b}\right]}{1 + L} - A_v - cP(1 + L)\left[1 - e^{\frac{m\gamma}{(1+L-T_v)}}\right] \right.$$ 

$$- h_vP \left[ \frac{\log(1 + L)}{2} \left\{ (1 + L)^2 - (1 + L - T_s)^2 \right\} \right]$$

$$+ h_vP \left[ \frac{(1 + L)^2}{2} \left\{ \log(1 + L) - \frac{1}{2} \right\} - \frac{1}{2} (1 + L - T_s)^2 \left\{ \log(1 + L - T_s) - \frac{1}{2} \right\} \right]$$

$$- h_v \frac{m\gamma}{(1 + L - T_v)} \left\{ (1 + L)T_v - \frac{T_v^2}{2} \right\} - \left\{ (1 + L)T_v - \frac{T_s^2}{2} \right\} \right\}$$

$$+ h_vT_b \frac{m(m-1)}{2} D(1 + L) \log \left[ \frac{1+L}{1 + L - T_b} \right]$$

$$- p_c \left[ \left( mT_v - \frac{(1 - e^{-\varphi m T_v})}{\varphi} \right) \gamma p(p^m - 1) \frac{\gamma'(p^m - 1)}{p_0 - 1} \right] \right\}. \quad (4.15)$$

Due to the fact that $T_v = T_p + (m - 1)T_b$ from Figure 3, $TP_v(m, T_v)$ can be reduced to $TP_v(m)$.

**Proposition 4.2.** Vendor’s total profit per unit time $TP_v(m)$ is strictly pseudo-concave in $m$, and hence exists a unique maximum solution at the point $m = m^*$, where $m^* \in (0, \infty)$.

**Proof.** See Appendix B. \qed

Taking the first-order derivative of $TP_v(m)$ in (4.15) with respect to $m$, setting the result to zero, we get

$$\frac{dTP_v(m)}{dm} = 0. \quad (4.16)$$

Now,

$$\frac{dTP_v(m)}{dm} = \frac{1}{H(M)} \frac{dJ(m)}{dm} - \frac{J(m)}{(H(M))^2} T_b,$$

where

$$H(M) = T_p + mT_b > 0$$

and

$$J(m) = \left\{ \frac{vmD(1 + L)\log\left[\frac{1+L}{1 + L - T_b}\right]}{1 + L} - A_v - cP(1 + L)\left[1 - e^{\frac{m\gamma}{(1+L-T_v)}}\right] \right.$$ 

$$- h_vP \left[ \frac{\log(1 + L)}{2} \left\{ (1 + L)^2 - (1 + L - T_s)^2 \right\} \right]$$

$$+ h_vP \left[ \frac{(1 + L)^2}{2} \left\{ \log(1 + L) - \frac{1}{2} \right\} - \frac{1}{2} (1 + L - T_s)^2 \left\{ \log(1 + L - T_s) - \frac{1}{2} \right\} \right]$$

$$- h_v \frac{m\gamma}{(1 + L - T_v)} \left\{ (1 + L)T_v - \frac{T_v^2}{2} \right\} - \left\{ (1 + L)T_v - \frac{T_s^2}{2} \right\} \right\}$$

$$+ h_vT_b \frac{m(m-1)}{2} D(1 + L) \log \left[ \frac{1+L}{1 + L - T_b} \right]$$

$$- p_c \left[ \left( mT_v - \frac{(1 - e^{-\varphi m T_v})}{\varphi} \right) \gamma p(p^m - 1) \frac{\gamma'(p^m - 1)}{p_0 - 1} \right] \right\}.$$
4.4. Centralized policy

In the centralized policy, all players cooperatively decide the variables which maximize the whole system profit. The whole system’s profit for three cases is given by

\[ TP_c(m, T_b) = TP_b(T_b) + TP_v(m). \]  

(4.17)

**Proposition 4.3.** The joint total profit function per unit time \( TP_c(m, T_b) \) is a strictly pseudo-concave function in \( m \) and \( T_b \), and hence attains its maxima for the optimal values of \( T_b^* \) and \( m^* \).

**Proof.** See Appendix C.

Equation (4.17) can be written as,

\[ TP_c(m, T_b) = F(m, T_b) + DG(m, T_b) \]

where

\[
F(m, T_b) = \frac{h_w P}{T_v + T_b} \left[ \frac{(1 + L)^2}{2} \left\{ \log(1 + L) - \frac{1}{2} \right\} - \frac{(1 + L - T_b)^2}{2} \left\{ \log(1 + L - T_s) - \frac{1}{2} \right\} \right] - \frac{1}{T_b} \left( A_b + c_T \right) \\
- \frac{1}{T_v + T_b} \left\{ A_v + cP(1 + L) \left[ 1 - e^{-\varphi m} \right] \right\} + h_v \left[ \frac{(1 + L)^2}{2} \left\{ \log(1 + L - T_s)^2 \right\} \right] \\
- \frac{h_w}{T_v + T_b} \left\{ \frac{m q}{(1 + L - T_v)} \left\{ (1 + L)T_v - \frac{T_v^2}{2} \right\} \right\} - \left\{ (1 + L)T_s - \frac{T_s^2}{2} \right\} \\
- \frac{p_c}{T_v + T_b} \left\{ m T_v - \frac{1 - e^{-\varphi m T_v}}{\varphi} \right\} \frac{\gamma(p^m - 1)}{p - 1} + \frac{1 - e^{-\varphi m T_v}}{\varphi} \gamma(p^m - 1)
\]

and

\[
G(m, T_b) = s - \frac{1}{T_b} \left[ (v + c_l)(1 + L) \log \left( \frac{1 + L}{1 + L - T_b} \right) \right] \\
- \frac{h_b}{T_v + T_b} \left\{ \frac{1}{2} (1 + L^2) \log \left( \frac{1 + L}{1 + L - T_b} \right) + L \log \left( \frac{1 + L}{1 + L - T_b} \right) - \frac{1}{2} T_b - \frac{1}{2} L T_b + \frac{1}{4} T_b^2 \right\} \\
+ \frac{1}{T_v + T_b} \left( \frac{v m (1 + L)}{1 + L - T_b} \right) + h_v T_b \left( m - 1 \right) (1 + L) \log \left( \frac{1 + L}{1 + L - T_b} \right) \right\}.
\]

Therefore, the crisp problem becomes

\[
\begin{align*}
\text{Maximize } Z &= F + DG \\
\text{Subject to the conditions } &T_v = T_p + (m - 1)T_b.
\end{align*}
\]  

(4.18)

5. Formulation of fuzzy mathematical model

Here we assume the demand function varies with the variation of cycle time which carries some uncertainty, a part of learning theory. Thus, employing the theory of dense fuzzy set we may assume the demand function as a triangular dense fuzzy number whose membership function is stated below.

\[
\mu(D, n) = \begin{cases} 
0, & \text{if } D < d \left(1 - \frac{\varphi}{1+n} \right) \text{ and } D > d \left(1 + \frac{\varphi}{1+n} \right) \\
\frac{D - d \left(1 - \frac{\varphi}{1+n} \right)}{d \left(1 - \frac{\varphi}{1+n} \right)}, & \text{if } d \left(1 - \frac{\varphi}{1+n} \right) \leq D \leq d \left(1 + \frac{\varphi}{1+n} \right) \\
\frac{d \left(1 + \frac{\varphi}{1+n} \right) - D}{d \left(1 + \frac{\varphi}{1+n} \right)}, & \text{if } d \leq D \leq d \left(1 + \frac{\varphi}{1+n} \right).
\end{cases}
\]  

(5.1)
Now, our fuzzy problem is given by

\[
\begin{align*}
\text{Maximize } & \hat{Z} = F + \hat{D}G \\
\text{Subject to the conditions } & T = T_p + (m - 1)T_b.
\end{align*}
\]  

(5.2)

From (4.14) we write,

\[D = (Z - F)/G.\]

(5.3)

Now, utilizing (5.3) in (5.2) we have the fuzzy membership function of the integrated profit function as

\[
\mu(Z, n) = \begin{cases} 
0, & \text{if } (Z - F)/G < d\left(1 - \frac{\rho}{1 + n}\right) \text{ and } (Z - F)/G > d\left(1 + \frac{\sigma}{1 + n}\right) \\
\frac{(Z - F)/G - \frac{d\left(1 - \frac{\rho}{1 + n}\right)}{1 + n}}{\frac{d\left(1 + \frac{\sigma}{1 + n}\right) - (Z - F)/G}{1 + n}}, & \text{if } d\left(1 - \frac{\rho}{1 + n}\right) \leq (Z - F)/G \leq d\left(1 + \frac{\sigma}{1 + n}\right) \\
\frac{d\left(1 + \frac{\sigma}{1 + n}\right) - (Z - F)/G}{1 + n}, & \text{if } d \leq (Z - F)/G \leq d\left(1 + \frac{\sigma}{1 + n}\right)
\end{cases} 
\]

⇒ \mu(Z, n) = \begin{cases} 
0, & \text{if } Z < F + Gd\left(1 - \frac{\rho}{1 + n}\right) \text{ and } Z > F + Gd\left(1 + \frac{\sigma}{1 + n}\right) \\
\frac{Z - F - Gd\left(1 - \frac{\rho}{1 + n}\right)}{Gd}, & \text{if } F + Gd\left(1 - \frac{\rho}{1 + n}\right) \leq Z \leq Gd \\
\frac{F + Gd\left(1 + \frac{\sigma}{1 + n}\right) - Z}{Gd}, & \text{if } Gd \leq Z \leq F + Gd\left(1 + \frac{\sigma}{1 + n}\right).
\end{cases}

(5.4)

Now, the \(\alpha\)-cut interval of \(\mu(Z, T)\) is given by

\[\begin{pmatrix} Z_L, Z_R \end{pmatrix} = \left[F + Gd\left(1 + \frac{\sigma}{1 + n}\right) - \alpha \frac{G\sigma d}{1 + n}, F + Gd\left(1 - \frac{\rho}{1 + n}\right) + \alpha \frac{G\rho d}{1 + n}\right]. \tag{5.5}\]

Therefore, as per De and Mahata [7], the defuzzified index value of the fuzzy objective function is given by

\[I(Z) = \frac{1}{2N} \sum_{n=0}^{N-1} \left[ F + Gd\left(1 + \frac{\sigma}{1 + n}\right) - \alpha \frac{G\sigma d}{1 + n} + F + Gd\left(1 - \frac{\rho}{1 + n}\right) + \alpha \frac{G\rho d}{1 + n} \right] \, d\alpha
\]

\[= \frac{1}{2N} \sum_{n=0}^{N-1} \left[ 2F + Gd\left\{2 + \frac{\sigma - \rho}{1 + n} + \frac{(\rho - \sigma)}{2(1 + n)}\right\} \right] = F + Gd + \frac{1}{4N} \sum_{n=0}^{N-1} \left[ \frac{\sigma - \rho}{1 + n} \right] = F + Gd + \frac{(\sigma - \rho)}{4N} \left[ 1 + \frac{1}{2} + \frac{1}{3} + \frac{1}{4} + \ldots + \frac{1}{N} \right], \tag{5.6}\]

where the functions \(F\) and \(G\) are obtained from (4.18).

Then, the equivalent crisp problem of the fuzzy problem is

\[
\begin{align*}
\text{Maximize } & I(Z) = F + Gd + \frac{(\sigma - \rho)}{4N} \left[ 1 + \frac{1}{2} + \frac{1}{3} + \frac{1}{4} + \ldots + \frac{1}{N} \right] \\
\text{Subject to } & I(q) = (1 + L)d\log\left[\frac{1}{1 + L - T_b}\right] \left[1 + \frac{\sigma - \rho}{\frac{4N}{1 + L - T_b}}\left\{ 1 + \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{N} \right\} \right], \quad \text{for } N = 1, 2, 3, \ldots
\end{align*}
\]  

(5.7)

where \(q\) is obtained from equation (4.5) and we get

\[q = I_b(0) = D(1 + L)\log\left[\frac{1 + L}{1 + L - T_b}\right].\]

⇒ \[I(q) = \frac{(1 + L)d}{2N} \log\left[\frac{1 + L}{1 + L - T_b}\right] \left[2N + \frac{\sigma - \rho}{2} \left\{ \frac{1}{1 + 0} + \frac{1}{1 + 1} + \frac{1}{1 + 2} + \ldots + \frac{1}{1 + N} \right\} \right]
\]

\[= (1 + L)d\log\left[\frac{1 + L}{1 + L - T_b}\right] \left[1 + \frac{\sigma - \rho}{4N} \left\{ 1 + \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{N} \right\} \right], \quad \text{for } N = 1, 2, 3, \ldots \tag{5.8}\]
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Table 1. Optimal results for the proposed models.

<table>
<thead>
<tr>
<th>Model</th>
<th>$T^*_b$ (months)</th>
<th>$T^*_v$ (months)</th>
<th>$q^*$ (units)</th>
<th>$n^*$ (%)</th>
<th>TP* $b$ ($)</th>
<th>TP* $v$ ($)</th>
<th>TP* $c$ ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crisp Model (decentralized) Buyer</td>
<td>0.140</td>
<td>358.521</td>
<td>3</td>
<td>38281.17</td>
<td>54 630.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crisp Model (decentralized) Vendor</td>
<td>0.3644</td>
<td>3</td>
<td>26 349.24</td>
<td>3</td>
<td>249.083</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crisp Model (Centralized)</td>
<td>0.0980</td>
<td>0.3152</td>
<td>249.083</td>
<td>4</td>
<td>37999.21</td>
<td>27 010.70</td>
<td>65 009.91</td>
</tr>
<tr>
<td>Fuzzy Model (Centralized)</td>
<td>0.0964</td>
<td>0.3159</td>
<td>249.92</td>
<td>4</td>
<td>38794.58</td>
<td>27 549.47</td>
<td>66 344.05</td>
</tr>
</tbody>
</table>

Figure 4. Centralized profit with respect to % change in $A_v$, $c$, $h_v$, and $v$.

6. Numerical example

To illustrate the numerical study, we consider the following initial dataset: Let, $D = 1500$ unit/month, $P = 5000$ units/month, $A_b = \$250$/order, $A_v = \$500$/setup, $c = \$16$/unit, $s = \$50$/unit, $v = \$30$/unit, $h_b = \$0.5$/unit/month, $h_v = \$0.3$/unit/month, $c_T = \$50$/ship, $c_t = \$3$/unit, $L = 6$ month; scale parameter of current pollution $\gamma = 10$, scale parameter of initial pollution $\gamma' = 5$, pollution absorbance rate by the nature $\varphi = 0.01$, threshold amount of pollution rate $p_0 = 1.5$, rate of current pollution input $p = 2.5$, unit pollution cost $p_c = \$0.2$. Taking with the help of LINGO software, the following optimal results are found.

Table 1 gives the optimum profit values of the proposed model under crisp (centralized and decentralized cases) and fuzzy centralized model respectively. It is seen that, for decentralized crisp model the total profit earned by the buyer and the vendor is $54 630.41$ but that for centralized model it becomes $65 009.91$ which is almost 19% higher than earlier value. However, the dense fuzzy model for 4 consecutive learning cycle times the profit of the chain is raised to $66 344.05$ which is almost 2.01% extra gain of the decision maker. In this case, the order quantity assumes value 249.92 units with respect to the buyer’s cycle time 0.1 month and that for vendor it becomes 0.32 month respectively.

6.1. Graphical illustrations on sensitivity analysis

In this subsection, we now carry out the effects of changes in the key system parameters on the optimal solution of the proposed supply chain model. We take a sensitivity analysis by changing the value of each parameter on and from ($-30\%$, $-20\%$, $-10\%$, $0\%$, $+10\%$, $+20\%$, $+30\%$) keeping the others unchanged. Based on the behavioral changes as reflected in Figures 4–7, we derive the following managerial insights.
Figure 5. Centralized profit with respect to % change in $A_b$, $h_b$, $c_T$ and $c_t$.

Figure 6. Centralized profit with respect to % change in $\gamma$, $\gamma'$ and $\phi$.

Table 2 expresses the sensitivity analysis of the objective function over the parameters $A_v, c, h_v, and v$ for the changes on and from ($-30\%, -20\%, -10\%$) to ($+10\%, +20\%$ and $+30\%$) respectively. It is seen that, the vendor’s unit production cost ($c$) is highly responsible for average sensitivity of the joint profit function of centralized model and the other parameters like vendor’s setup cost ($A_v$), holding cost of the vendor and the vendor’s unit supply price $v$ are less sensitive for similar types of changes. All parameters give profit enhancement of the model under learning frequency 4 in most of the cases.

The graphical representations are shown in Figure 4. The range of profit variation lies within $65,000–70,000$ for the change of parameters $A_v, h_v,$ and $v$ only but for $c$ it lies beyond this limit.

Table 3 gives a sensitivity analysis for the parameters $A_b$, $h_b$, $c_T$, $c_t$ changing on and from ($-30\%, -20\%, -10\%$), ($+10\%, +20\%$ and $+30\%$) respectively. We notice that all changes are poorly sensitive under fuzzy learning frequency 4. It is also observed that

(a) When the buyer’s fixed costs (such as the ordering cost or fixed shipping cost) increase, the buyer’s order quantity and the vendor’s order quantity increase. In addition, the buyer’s total profit decreases because of
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Figure 7. Centralized profit with respect to % change in $p_0$ and $p$.

Table 2. Sensitivity analysis for the parameters $A_v, c, h_v, v$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>% change</th>
<th>$T_b^*$ (months)</th>
<th>$T_v^*$ (months)</th>
<th>$q^*$ (units)</th>
<th>$n^*$</th>
<th>$TP^*_b$ ($)</th>
<th>$TP^*_v$ ($)</th>
<th>$TP^*_c$ ($)</th>
<th>% change in $TP^*_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_v$</td>
<td>-30%</td>
<td>0.09300</td>
<td>0.30169</td>
<td>240.91</td>
<td>4</td>
<td>38 732.44</td>
<td>27 983.32</td>
<td>66 715.77</td>
<td>+0.56</td>
</tr>
<tr>
<td></td>
<td>-20%</td>
<td>0.09416</td>
<td>0.30653</td>
<td>243.97</td>
<td>4</td>
<td>38 754.44</td>
<td>27 835.59</td>
<td>66 590.04</td>
<td>+0.37</td>
</tr>
<tr>
<td></td>
<td>-10%</td>
<td>0.09530</td>
<td>0.31127</td>
<td>246.97</td>
<td>4</td>
<td>38 775.12</td>
<td>27 691.04</td>
<td>66 466.17</td>
<td>+0.18</td>
</tr>
<tr>
<td></td>
<td>0%</td>
<td>0.09642</td>
<td>0.31590</td>
<td>249.92</td>
<td>4</td>
<td>38 794.54</td>
<td>27 549.47</td>
<td>66 344.05</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>+10%</td>
<td>0.09752</td>
<td>0.32043</td>
<td>252.83</td>
<td>4</td>
<td>38 812.90</td>
<td>27 410.71</td>
<td>66 223.61</td>
<td>-0.18</td>
</tr>
<tr>
<td></td>
<td>+20%</td>
<td>0.09861</td>
<td>0.32488</td>
<td>255.70</td>
<td>4</td>
<td>38 830.16</td>
<td>27 274.60</td>
<td>66 104.78</td>
<td>-0.36</td>
</tr>
<tr>
<td></td>
<td>+30%</td>
<td>0.09968</td>
<td>0.32925</td>
<td>258.52</td>
<td>4</td>
<td>38 846.45</td>
<td>27 141.00</td>
<td>65 987.47</td>
<td>-0.54</td>
</tr>
<tr>
<td>$c$</td>
<td>-30%</td>
<td>0.10082</td>
<td>0.38594</td>
<td>261.52</td>
<td>4</td>
<td>38 862.95</td>
<td>39 484.71</td>
<td>78 347.67</td>
<td>+18.09</td>
</tr>
<tr>
<td></td>
<td>-20%</td>
<td>0.09826</td>
<td>0.36099</td>
<td>254.76</td>
<td>4</td>
<td>38 824.59</td>
<td>35 476.38</td>
<td>74 300.98</td>
<td>+11.99</td>
</tr>
<tr>
<td></td>
<td>-10%</td>
<td>0.09677</td>
<td>0.33798</td>
<td>250.85</td>
<td>4</td>
<td>38 800.52</td>
<td>31 498.33</td>
<td>70 298.87</td>
<td>+5.96</td>
</tr>
<tr>
<td></td>
<td>0%</td>
<td>0.09642</td>
<td>0.31590</td>
<td>249.92</td>
<td>4</td>
<td>38 794.54</td>
<td>27 549.47</td>
<td>66 344.05</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>+10%</td>
<td>0.09737</td>
<td>0.29380</td>
<td>252.42</td>
<td>3</td>
<td>38 810.37</td>
<td>23 632.15</td>
<td>62 442.53</td>
<td>-5.88</td>
</tr>
<tr>
<td></td>
<td>+20%</td>
<td>0.09992</td>
<td>0.27081</td>
<td>259.15</td>
<td>3</td>
<td>38 849.96</td>
<td>19 754.38</td>
<td>58 604.36</td>
<td>-11.67</td>
</tr>
<tr>
<td></td>
<td>+30%</td>
<td>0.10451</td>
<td>0.24651</td>
<td>271.24</td>
<td>3</td>
<td>38 911.29</td>
<td>15 933.29</td>
<td>54 844.59</td>
<td>-17.33</td>
</tr>
<tr>
<td>$h_v$</td>
<td>-30%</td>
<td>No feasible solution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-20%</td>
<td>0.09651</td>
<td>0.31641</td>
<td>250.17</td>
<td>4</td>
<td>38 796.17</td>
<td>27 560.14</td>
<td>66 356.33</td>
<td>+0.02</td>
</tr>
<tr>
<td></td>
<td>-10%</td>
<td>0.09647</td>
<td>0.31615</td>
<td>250.05</td>
<td>4</td>
<td>38 795.37</td>
<td>27 554.80</td>
<td>66 350.19</td>
<td>+0.01</td>
</tr>
<tr>
<td></td>
<td>0%</td>
<td>0.09642</td>
<td>0.31590</td>
<td>249.92</td>
<td>4</td>
<td>38 794.58</td>
<td>27 549.47</td>
<td>66 344.05</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>+10%</td>
<td>0.09637</td>
<td>0.31564</td>
<td>249.80</td>
<td>4</td>
<td>38 793.78</td>
<td>27 544.13</td>
<td>66 337.92</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td>+20%</td>
<td>0.09633</td>
<td>0.31538</td>
<td>249.68</td>
<td>4</td>
<td>38 792.98</td>
<td>27 538.81</td>
<td>66 331.80</td>
<td>-0.02</td>
</tr>
<tr>
<td></td>
<td>+30%</td>
<td>0.09628</td>
<td>0.31513</td>
<td>249.55</td>
<td>4</td>
<td>38 792.19</td>
<td>27 533.48</td>
<td>66 325.68</td>
<td>-0.03</td>
</tr>
<tr>
<td>$v$</td>
<td>-30%</td>
<td>0.14269</td>
<td>0.23217</td>
<td>372.82</td>
<td>2</td>
<td>62 601.81</td>
<td>72 494.92</td>
<td>69 487.76</td>
<td>+5.28</td>
</tr>
<tr>
<td></td>
<td>-20%</td>
<td>0.11731</td>
<td>0.27550</td>
<td>305.30</td>
<td>3</td>
<td>54 635.10</td>
<td>13 832.75</td>
<td>68 467.87</td>
<td>+3.20</td>
</tr>
<tr>
<td></td>
<td>-10%</td>
<td>0.10415</td>
<td>0.30071</td>
<td>270.32</td>
<td>3</td>
<td>46 693.00</td>
<td>20 646.76</td>
<td>67 339.78</td>
<td>+1.50</td>
</tr>
<tr>
<td></td>
<td>0%</td>
<td>0.09642</td>
<td>0.31590</td>
<td>249.92</td>
<td>4</td>
<td>38 794.54</td>
<td>27 549.47</td>
<td>66 344.05</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>+10%</td>
<td>0.09138</td>
<td>0.32557</td>
<td>236.64</td>
<td>4</td>
<td>30 931.00</td>
<td>34 495.39</td>
<td>65 426.40</td>
<td>-1.38</td>
</tr>
<tr>
<td></td>
<td>+20%</td>
<td>0.08778</td>
<td>0.33209</td>
<td>227.18</td>
<td>4</td>
<td>23 091.92</td>
<td>41 467.83</td>
<td>64 559.76</td>
<td>-2.69</td>
</tr>
<tr>
<td></td>
<td>+30%</td>
<td>0.0850</td>
<td>0.33669</td>
<td>219.97</td>
<td>4</td>
<td>15 270.12</td>
<td>48 459.20</td>
<td>63 729.33</td>
<td>-3.94</td>
</tr>
</tbody>
</table>
the increased fixed costs, whereas the vendor’s profits increase due to the buyer’s increased order quantity, but in the whole system, profit value decreases slightly as shown in Figure 5.

(b) As the buyer’s holding cost or variable shipping cost increases, the vendor’s optimal shipping quantity, and the buyer’s optimal order quantity decrease such that the total system profit decreases slightly (shown in Fig. 5).

Table 4 discusses the effect of sensitivity of pollution parameters \( \gamma \), \( \gamma' \) and \( \phi \) upon the centralized model whenever we perform the changes on and from \((-30\%, -20\%, -10\%)\), \((+10\%, +20\% \) and \(+30\%)\) respectively. It is seen that the parameters \( \gamma \), \( \gamma' \) have negligible but unidirectional change that may contribute extra profit to the centralized model and the parameter \( \phi \) gives almost no profit enhancement of the model. The graphical illustrations of this analysis in shown in Figure 6. From this figure we see that the parameter \( \gamma \) has a significant contribution that ranges the profit value within $66,310–66,380, but for the others it is limited to $66,340–$66,350 exclusively.

Table 5 reveals the sensitivity of the pollution parameters \( p_0 \) and \( p \) subject to the changes on and from \((-30\%, -20\%, -10\%)\), \((+10\%, +20\% \) and \(+30\%)\) respectively. All changes have opposite directional but of low sensitivity. The graphical illustration shows that (Fig. 7), the parameter \( p \) has high fluctuating range $66,200–66,450 comparative to the other parameter \( p_0 \) that creates profit value near $66,350 explicitly.
Table 4. Sensitivity analysis of the pollution parameters $\gamma$, $\gamma'$ and $\phi$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>% change</th>
<th>$T_b^*$ (months)</th>
<th>$T_v^*$ (months)</th>
<th>$q^*$ (units)</th>
<th>$n^*$</th>
<th>$TP_b^*$ ($)</th>
<th>$TP_v^*$ ($)</th>
<th>$TP_c^*$ ($)</th>
<th>% change in $TP_c^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>-30%</td>
<td>0.09615</td>
<td>0.32044</td>
<td>246.58</td>
<td>4</td>
<td>38 772.50</td>
<td>27 610.05</td>
<td>66 382.56</td>
<td>+0.06</td>
</tr>
<tr>
<td></td>
<td>-20%</td>
<td>0.09603</td>
<td>0.31730</td>
<td>248.89</td>
<td>4</td>
<td>38 780.58</td>
<td>27 588.51</td>
<td>66 369.10</td>
<td>+0.04</td>
</tr>
<tr>
<td></td>
<td>-10%</td>
<td>0.09603</td>
<td>0.31730</td>
<td>248.89</td>
<td>4</td>
<td>38 780.58</td>
<td>27 588.51</td>
<td>66 369.10</td>
<td>+0.02</td>
</tr>
<tr>
<td></td>
<td>0%</td>
<td>0.09642</td>
<td>0.31590</td>
<td>249.92</td>
<td>4</td>
<td>38 794.58</td>
<td>27 549.47</td>
<td>66 344.05</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>+10%</td>
<td>0.09679</td>
<td>0.31459</td>
<td>250.88</td>
<td>4</td>
<td>38 800.72</td>
<td>27 531.58</td>
<td>66 332.32</td>
<td>-0.02</td>
</tr>
<tr>
<td></td>
<td>+20%</td>
<td>0.09713</td>
<td>0.31337</td>
<td>251.79</td>
<td>4</td>
<td>38 806.42</td>
<td>27 514.61</td>
<td>66 321.04</td>
<td>-0.03</td>
</tr>
<tr>
<td></td>
<td>+30%</td>
<td>0.09745</td>
<td>0.31221</td>
<td>252.64</td>
<td>4</td>
<td>38 812.11</td>
<td>27 498.45</td>
<td>66 310.17</td>
<td>-0.05</td>
</tr>
<tr>
<td>$\gamma'$</td>
<td>-30%</td>
<td>0.09634</td>
<td>0.31598</td>
<td>249.72</td>
<td>4</td>
<td>38 793.24</td>
<td>27 554.43</td>
<td>66 347.68</td>
<td>+0.01</td>
</tr>
<tr>
<td></td>
<td>-20%</td>
<td>0.09637</td>
<td>0.31595</td>
<td>249.78</td>
<td>4</td>
<td>38 793.68</td>
<td>27 552.77</td>
<td>66 346.47</td>
<td>+0.00</td>
</tr>
<tr>
<td></td>
<td>-10%</td>
<td>0.09639</td>
<td>0.31593</td>
<td>249.85</td>
<td>4</td>
<td>38 794.13</td>
<td>27 551.12</td>
<td>66 345.26</td>
<td>+0.00</td>
</tr>
<tr>
<td></td>
<td>0%</td>
<td>0.09642</td>
<td>0.31590</td>
<td>249.92</td>
<td>4</td>
<td>38 794.58</td>
<td>27 549.47</td>
<td>66 344.05</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>+10%</td>
<td>0.09645</td>
<td>0.31587</td>
<td>249.99</td>
<td>4</td>
<td>38 795.02</td>
<td>27 547.82</td>
<td>66 342.85</td>
<td>-0.00</td>
</tr>
<tr>
<td></td>
<td>+20%</td>
<td>0.09647</td>
<td>0.31585</td>
<td>250.06</td>
<td>4</td>
<td>38 795.46</td>
<td>27 546.17</td>
<td>66 341.64</td>
<td>-0.00</td>
</tr>
<tr>
<td></td>
<td>+30%</td>
<td>0.09650</td>
<td>0.31582</td>
<td>250.13</td>
<td>4</td>
<td>38 795.90</td>
<td>27 544.52</td>
<td>66 340.44</td>
<td>-0.01</td>
</tr>
<tr>
<td>$\phi$</td>
<td>-30%</td>
<td>0.09627</td>
<td>0.31611</td>
<td>249.52</td>
<td>4</td>
<td>38 791.95</td>
<td>27 549.47</td>
<td>66 344.05</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>-20%</td>
<td>0.09631</td>
<td>0.31605</td>
<td>249.62</td>
<td>4</td>
<td>38 792.64</td>
<td>27 555.20</td>
<td>66 347.85</td>
<td>+0.0057</td>
</tr>
<tr>
<td></td>
<td>-10%</td>
<td>0.09636</td>
<td>0.31599</td>
<td>249.76</td>
<td>4</td>
<td>38 793.51</td>
<td>27 552.57</td>
<td>66 346.09</td>
<td>+0.0031</td>
</tr>
<tr>
<td></td>
<td>0%</td>
<td>0.09642</td>
<td>0.31590</td>
<td>249.92</td>
<td>4</td>
<td>38 794.58</td>
<td>27 549.47</td>
<td>66 344.05</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>+10%</td>
<td>0.09650</td>
<td>0.31579</td>
<td>250.12</td>
<td>4</td>
<td>38 795.86</td>
<td>27 545.86</td>
<td>66 341.74</td>
<td>-0.0035</td>
</tr>
<tr>
<td></td>
<td>+20%</td>
<td>0.09659</td>
<td>0.31565</td>
<td>250.36</td>
<td>4</td>
<td>38 797.39</td>
<td>27 541.72</td>
<td>66 339.13</td>
<td>-0.0074</td>
</tr>
<tr>
<td></td>
<td>+30%</td>
<td>0.09669</td>
<td>0.31549</td>
<td>250.64</td>
<td>4</td>
<td>38 799.17</td>
<td>27 537.03</td>
<td>66 336.21</td>
<td>-0.0118</td>
</tr>
</tbody>
</table>

Table 5. Sensitivity analysis of $p_0$ and $p$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>% change</th>
<th>$T_b^*$ (months)</th>
<th>$T_v^*$ (months)</th>
<th>$q^*$ (units)</th>
<th>$n^*$</th>
<th>$TP_b^*$ ($)</th>
<th>$TP_v^*$ ($)</th>
<th>$TP_c^*$ ($)</th>
<th>% change in $TP_c^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_0$</td>
<td>-30%</td>
<td>0.09220</td>
<td>0.33047</td>
<td>238.80</td>
<td>4</td>
<td>38 716.59</td>
<td>27 728.00</td>
<td>66 444.60</td>
<td>+0.1516</td>
</tr>
<tr>
<td></td>
<td>-20%</td>
<td>0.09349</td>
<td>0.32588</td>
<td>242.22</td>
<td>4</td>
<td>38 741.96</td>
<td>27 673.34</td>
<td>66 415.31</td>
<td>+0.1074</td>
</tr>
<tr>
<td></td>
<td>-10%</td>
<td>0.09493</td>
<td>0.32092</td>
<td>246.01</td>
<td>4</td>
<td>38 768.61</td>
<td>27 612.70</td>
<td>66 381.32</td>
<td>+0.0562</td>
</tr>
<tr>
<td></td>
<td>0%</td>
<td>0.09642</td>
<td>0.31590</td>
<td>249.92</td>
<td>4</td>
<td>38 794.58</td>
<td>27 549.47</td>
<td>66 344.05</td>
<td>0</td>
</tr>
<tr>
<td>$p$</td>
<td>+10%</td>
<td>0.09789</td>
<td>0.31103</td>
<td>253.79</td>
<td>4</td>
<td>38 818.77</td>
<td>27 486.00</td>
<td>66 304.79</td>
<td>-0.0592</td>
</tr>
<tr>
<td></td>
<td>+20%</td>
<td>0.09931</td>
<td>0.30642</td>
<td>257.53</td>
<td>3</td>
<td>38 840.79</td>
<td>27 423.72</td>
<td>66 264.52</td>
<td>-0.1199</td>
</tr>
<tr>
<td></td>
<td>+30%</td>
<td>0.10065</td>
<td>0.30209</td>
<td>261.08</td>
<td>3</td>
<td>38 860.58</td>
<td>27 363.40</td>
<td>66 223.99</td>
<td>-0.1801</td>
</tr>
</tbody>
</table>
Table 6. Sensitivity analysis of $P$ and $D$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>% change</th>
<th>$T_b^*$ (months)</th>
<th>$T_v^*$ (months)</th>
<th>$q^*$ (units)</th>
<th>$n^*$</th>
<th>TP$_b^*$ ($)</th>
<th>TP$_v^*$ ($)</th>
<th>TP$_c^*$ ($)</th>
<th>% change in TP$_c^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>−30%</td>
<td>0.09381</td>
<td>0.34938</td>
<td>243.04</td>
<td>4</td>
<td>38 747.88</td>
<td>26 968.42</td>
<td>65 716.31</td>
<td>−0.95</td>
</tr>
<tr>
<td></td>
<td>−20%</td>
<td>0.09493</td>
<td>0.33121</td>
<td>245.99</td>
<td>4</td>
<td>38 768.48</td>
<td>27 282.47</td>
<td>66 050.96</td>
<td>−0.44</td>
</tr>
<tr>
<td></td>
<td>−10%</td>
<td>0.09642</td>
<td>0.31590</td>
<td>249.92</td>
<td>4</td>
<td>38 794.54</td>
<td>27 549.47</td>
<td>66 344.05</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0%</td>
<td>0.09818</td>
<td>0.30259</td>
<td>254.56</td>
<td>4</td>
<td>38 823.41</td>
<td>27 781.08</td>
<td>66 604.50</td>
<td>+0.39</td>
</tr>
<tr>
<td></td>
<td>+10%</td>
<td>0.10013</td>
<td>0.29078</td>
<td>259.72</td>
<td>3</td>
<td>38 853.10</td>
<td>27 985.61</td>
<td>66 838.72</td>
<td>+0.75</td>
</tr>
<tr>
<td></td>
<td>+20%</td>
<td>0.10223</td>
<td>0.28013</td>
<td>256.25</td>
<td>3</td>
<td>38 882.37</td>
<td>28 169.05</td>
<td>67 051.44</td>
<td>+1.07</td>
</tr>
<tr>
<td></td>
<td>+30%</td>
<td>0.13375</td>
<td>0.29687</td>
<td>244.23</td>
<td>3</td>
<td>26 687.94</td>
<td>19 280.38</td>
<td>45 968.33</td>
<td>−30.71</td>
</tr>
<tr>
<td></td>
<td>−20%</td>
<td>0.11734</td>
<td>0.30568</td>
<td>244.18</td>
<td>3</td>
<td>30 710.76</td>
<td>22 037.66</td>
<td>52 748.43</td>
<td>−20.49</td>
</tr>
<tr>
<td></td>
<td>−10%</td>
<td>0.10538</td>
<td>0.31174</td>
<td>246.22</td>
<td>3</td>
<td>34 744.92</td>
<td>24 797.18</td>
<td>59 542.12</td>
<td>−10.25</td>
</tr>
<tr>
<td></td>
<td>0%</td>
<td>0.09642</td>
<td>0.31590</td>
<td>249.92</td>
<td>4</td>
<td>38 794.58</td>
<td>27 549.47</td>
<td>66 344.05</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>+10%</td>
<td>0.0895</td>
<td>0.31880</td>
<td>254.92</td>
<td>4</td>
<td>42 861.16</td>
<td>30 288.42</td>
<td>73 149.60</td>
<td>+10.26</td>
</tr>
<tr>
<td></td>
<td>+20%</td>
<td>0.08406</td>
<td>0.32091</td>
<td>260.90</td>
<td>4</td>
<td>46 944.48</td>
<td>33 010.46</td>
<td>79 954.95</td>
<td>+20.52</td>
</tr>
<tr>
<td></td>
<td>+30%</td>
<td>0.07965</td>
<td>0.32257</td>
<td>267.62</td>
<td>4</td>
<td>51 043.56</td>
<td>35 713.58</td>
<td>86 757.15</td>
<td>+30.77</td>
</tr>
</tbody>
</table>

Figure 8. Centralized profit with respect to % change in $P$ and $D$.

Table 6 gives a sensitivity analysis for the vendor’s production rate $P$ and the demand rate $D$ subject to the changes on and from (−30%, −20%, −10%, 0%, +10%, +20% and +30%) simultaneously. It is seen that; the demand parameter has an average unidirectional sensitivity upon the change of profit function but the production rate has no significant sensitivity. The whole table shows that the order quantity keeps a range 243.04–267.62 units and the respective cycle time range becomes nearly 0.29–0.35 month with respect to the learning parametric range 3–4. The graphical illustration for this analysis is given in Figure 8 which reveals that, when the market demand increases, the vendor’s shipping quantity as well as the buyer’s order quantity increases, which increases the whole system profit. With the increased productivity of the vendor, the vendor’s optimal shipping quantity, and the buyer’s optimal order quantity increase. The profit range assumes value...
Table 7. Sensitivity analysis of $L$. 

<table>
<thead>
<tr>
<th>Parameter</th>
<th>% change</th>
<th>$T_b^*$ (months)</th>
<th>$T_v^*$ (months)</th>
<th>$q^*$ (units)</th>
<th>$n^*$</th>
<th>TP$_b^*$ ($)</th>
<th>TP$_v^*$ ($)</th>
<th>TP$_c^*$ ($)</th>
<th>% change in TP$_c^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-30%</td>
<td>0.08809</td>
<td>0.27667</td>
<td>228.88</td>
<td>4</td>
<td>38 304.51</td>
<td>27 066.05</td>
<td>65 370.57</td>
<td>-1.47</td>
</tr>
<tr>
<td></td>
<td>-20%</td>
<td>0.09102</td>
<td>0.29101</td>
<td>235.72</td>
<td>4</td>
<td>38 485.21</td>
<td>27 210.52</td>
<td>65 659.73</td>
<td>-0.98</td>
</tr>
<tr>
<td></td>
<td>-10%</td>
<td>0.09373</td>
<td>0.30340</td>
<td>243.11</td>
<td>4</td>
<td>38 648.24</td>
<td>27 406.22</td>
<td>66 054.47</td>
<td>-0.45</td>
</tr>
<tr>
<td></td>
<td>0%</td>
<td>0.09642</td>
<td>0.31590</td>
<td>249.92</td>
<td>4</td>
<td>38 794.58</td>
<td>27 549.47</td>
<td>66 344.05</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>+10%</td>
<td>0.09904</td>
<td>0.32789</td>
<td>256.55</td>
<td>4</td>
<td>38 297.41</td>
<td>27 678.58</td>
<td>66 606.00</td>
<td>+0.39</td>
</tr>
<tr>
<td></td>
<td>+20%</td>
<td>0.10158</td>
<td>0.33942</td>
<td>262.99</td>
<td>4</td>
<td>39 048.70</td>
<td>27 795.67</td>
<td>66 844.38</td>
<td>+0.75</td>
</tr>
<tr>
<td></td>
<td>+30%</td>
<td>0.10406</td>
<td>0.35054</td>
<td>269.28</td>
<td>4</td>
<td>39 160.01</td>
<td>27 902.45</td>
<td>67 062.47</td>
<td>+1.08</td>
</tr>
</tbody>
</table>

Figure 9. Centralized profit with respect to % change in $L$. 

$45 000–$87 000 due to demand parameter but due to the changes of vendor’s production rate this range lies near $65 000 exclusively.

Table 7 gives a sensitivity analysis for the change of the expiry time parameter $L$ on and from ($-30\%, -20\%, -10\%, 0\%, +10\%, +20\%$ and $+30\%$) exclusively. We observe that the longer the product’s shelf life, the longer the vendor’s shipping quantity as well as buyer’s order quantity and both optimal profit for buyer, vendor and the whole system profit that gets range $65 400–$67 000 (shown in Fig. 9) with respect to the learning frequency 4. Also, we notice that, if all the other parameters remain unchanged, a shorter product’s shelf life always results in a lower the profit for the vendor and buyer as well as the whole system profit.

7. Conclusion

This study investigated an integrated vendor–buyer inventory model for deteriorating items (especially on COVID-19 medical materials) with expiration dates in a JIT environment that accounted for environmental pollution due to production. Profit functions for the vendor, the buyer and the integrated supply chain are derived. We have estimated first a pollution index via production modeling then the main COVID-19 material production model has been discussed. Since the demand patterns vary with the learning experiences of the decision maker, so we have fuzzified the demand rate assuming triangular dense fuzzy set. To solve the model a new defuzzification method has been employed. The numerical results are compared with the crisp for centralized
and decentralized mode of conduct and that for centralized fuzzy system. As per research questions, our findings reveal that we definitely may estimate the actual pollution function for a particular type of product efficiently. In decentralized crisp policy, the joint profit reaches to $54,630.41 but that for centralized model it becomes $65,009.91 which is almost 19% higher than that of earlier value with respect to the optimum cycle time of the buyer is 0.0980 months, vendor’s cycle time is 0.3152 months for the optimum order quantity is 249.083 units with 4 successive shipments respectively. However, the dense fuzzy centralized model having 4 learning frequencies, the profit of the chain are raised to $66,344.05 which is almost 2.01% extra gains of the decision maker. In this case, the order quantity assumes value 249.92 units with respect to the buyer’s cycle time gets value near 0.1 month and that for vendor it becomes 0.32 month respectively. In the whole study we see dense fuzzy system is much suitable for the decision maker to adopt the best strategic policy because in this case 2.1% more profit can be gained on the basis of the same cycle time and other infrastructures. More over this study is limited to the fuzzification of the demand parameter only. Fuzzifying other parameters like cost components may be put as our future work.

Appendix A.

To solve the problem, we apply the following theoretical result in generalized concave functions. Lemma 1: If $f(x)$ is non-negative, differentiable and (strictly) concave, and $g(x)$ is positive, differentiable and convex, then the real-value function

$$z(x) = \frac{f(x)}{g(x)}$$  \hspace{1cm} \text{(A.1)}

is (strictly) pseudo-concave. For detailed proof, please see Cambini and Martein ([5], p. 245).

Let

$$\text{TP}_b(T_b) = \frac{F(T_b)}{G(T_b)},$$

where

$$F(T_b) = s DT_b - \left[ A_b + c_T + (v + c_t)D(1 + L) \log \left( \frac{1 + L}{1 + L - T_b} \right) \right]$$

$$- h_b D \left[ \frac{1}{2} \left( 1 + L^2 \right) \log \left( \frac{1 + L}{1 + L - T_b} \right) + L \log \left( \frac{1 + L}{1 + L - T_b} \right) - \frac{1}{2} T_b - \frac{1}{2} LT_b + \frac{1}{4} T_b^2 \right]$$

and $G(T_b) = T_b > 0$. Now, the first and second order derivatives of $F(T_b)$ w.r.t. $T_b$ can be written as

$$\frac{dF(T_b)}{dT_b} = s D - (v + C_t) D(1 + L) \frac{1}{1 + L - T_b} - h_b D \left[ \frac{1 + L^2}{2(1 + L - T_b)} + \frac{L}{(1 + L - T_b)} - \frac{1}{2} \left( \frac{L}{2} + T_b \right) \right]$$

and

$$\frac{d^2 F(T_b)}{dT_b^2} = - \frac{(v + C_t) D(1 + L)}{(1 + L - T_b)^2} - h_b D \left[ \frac{1}{2} + \frac{L}{(1 + L - T_b)^2} + \frac{1 + L^2}{2(1 + L - T_b)^2} \right] < 0.$$ 

Therefore, $\frac{F(T_b)}{G(T_b)}$ is strictly pseudo-concave function in $T_b$.

Appendix B.

Proof of Proposition 4.2. The vendor’s annual profit function per unit time is

$$\text{TP}_v(m, T_v) = \frac{1}{T_v + T_b} \left\{ \frac{vm D(1 + L) \log \left( \frac{1 + L}{1 + L - T_b} \right)}{A_v + c_P(1 + L) \left[ 1 - e^{-\frac{m_v}{(1 + L - T_b)}} \right]} \right. - A_v - c_P(1 + L) \left[ 1 - e^{-\frac{m_v}{(1 + L - T_b)}} \right]$$

$$- h_v P \left[ \frac{\log(1 + L)}{2} \left( (1 + L)^2 - (1 + L - T_b)^2 \right) \right].$$
Also, can be written as
\[
\begin{align*}
&\frac{1}{2}(1 + L - T_s) - \frac{1}{2}(1 + L - T_s)^2 \left\{ \log(1 + L - T_s) - \frac{1}{2} \right\} \\
&- \frac{m q}{(1 + L - T_v)} \left\{ (1 + L)T_v - \frac{T_v^2}{2} \right\} - \left\{ (1 + L)T_s - \frac{T_s^2}{2} \right\} \\
&+ h_v T_b \frac{m(m - 1)}{2} D(1 + L) \log \left[ \frac{1 + L}{1 + L - T_b} \right] \\
&- p_v \left[ \left( m T_v - \frac{1 - e^{-\varphi m T_v}}{\varphi} \right) \frac{\gamma p(p^m - 1)}{p - 1} + \frac{1 - e^{-\varphi m T_v}}{\varphi} \frac{\gamma'(p_0^m - 1)}{p_0 - 1} \right].
\end{align*}
\]

After substituting \( T_v = T_p + (m - 1)T_b \) in the above profit function \( TP_v(m, T_v) \) reduces to \( TP_v(m) \) and which can be written as
\[
TP_v(m) = \frac{J(m)}{H(m)},
\]
where
\[
H(m) = T_p + mT_b > 0
\]
and
\[
J(m) = \left\{ vmD(1 + L) \log \left[ \frac{1 + L}{1 + L - T_b} \right] - A_v - cP(1 + L) \left[ 1 - e^{\frac{m q}{1 + L - T_v}} \right] \right\}
\]
\[
- h_v P \left[ \frac{\log(1 + L)}{2} \right] \left\{ (1 + L)^2 - (1 + L - T_s)^2 \right\}
\]
\[
+ h_v P \left[ \frac{(1 + L)^2}{2} \left\{ \log(1 + L) - \frac{1}{2} \right\} - \frac{1}{2} (1 + L - T_s)^2 \left\{ \log(1 + L - T_s) - \frac{1}{2} \right\} \right]
\]
\[
- h_v \frac{m q}{(1 + L - T_v)} \left\{ (1 + L)T_v - \frac{T_v^2}{2} \right\} - \left\{ (1 + L)T_s - \frac{T_s^2}{2} \right\}
\]
\[
+ h_v T_b \frac{m(m - 1)}{2} D(1 + L) \log \left[ \frac{1 + L}{1 + L - T_b} \right]
\]
\[
- p_v \left[ \left( m T_v - \frac{(1 - e^{-\varphi m T_v})}{\varphi} \right) \frac{\gamma p(p^m - 1)}{p - 1} + \frac{(1 - e^{-\varphi m T_v})}{\varphi} \frac{\gamma'(p_0^m - 1)}{p_0 - 1} \right].
\]

Also,
\[
T_v = T_p + (m - 1)T_b. \tag{B.1}
\]

Using (A.1) and \( \frac{dT_v}{dm} = T_b \), the first order derivative with respect to \( m \) can be written as
\[
\frac{dJ(m)}{dm} = v D(1 + L) \log \left[ \frac{1 + L}{1 + L - T_b} \right] - \frac{c(1 + L)mq T_b}{(1 + L - T_v)^2} e^{-\frac{m q}{1 + L - T_v}} - h_v q \left[ \frac{m T_b}{(1 + L - T_v)^2} \right]
\]
\[
\times \left\{ (1 - L)T_v - \frac{T_v^2}{2} \right\} - \left\{ (1 + L)T_s - \frac{T_s^2}{2} \right\}
\]
\[
+ \frac{1}{(1 + L - T_v)} \left\{ (1 + L)T_v - \frac{T_v^2}{2} \right\}
\]
\[
- \left\{ (1 + L)T_s - \frac{T_s^2}{2} \right\}
\]
\[
+ \frac{m}{(1 + L - T_v)} (1 + L)T_b - T_b T_v \right\} + h_v T_b D(1 + L) \log \left[ \frac{1 + L}{1 + L - T_b} \right]
\]
\[
\times \left( \frac{2m - 1}{2} \right) - P_v \left[ \frac{\gamma p(p^m - 1)}{p - 1} \right] \left( T_v + mT_b \right) \left( 1 - e^{-\phi m T_v} \right) + \left( m T_v - \frac{(1 - e^{-\phi m T_v})}{\phi} \right)
\]
and the second order derivative of \( J(m) \) with respect to \( m \) can be written as

\[
\frac{d^2 J(m)}{dm^2} = -cqT_b(1 + L) \left[ \frac{m}{P(1 + L - T_v)^2} \right] - h_vq \left[ \frac{2T_v}{(1 + L - T_v)^2} \left( \{ (1 + L)T_v - \frac{T_v^2}{2} \} - \{ (1 + L)T_s - \frac{T_v^2}{2} \} \right) \right]
\]

This can be rewritten as

\[
\frac{d^2 J(m)}{dm^2} = -cqT_b(1 + L)e^{-\left(\frac{mq}{(1 + L - T_v)^2}\right)} \left[ \frac{m}{P(1 + L - T_v)^2} \right] - h_vq \left[ \frac{2T_v}{(1 + L - T_v)^2} \left( \{ (1 + L)T_v - \frac{T_v^2}{2} \} - \{ (1 + L)T_s - \frac{T_v^2}{2} \} \right) \right]
\]

Since all terms confined in the third brackets of the above expression (B.4) are positive, so always we have \( \frac{d^2 J(m)}{dm^2} < 0 \). Therefore, applying Lemma 1 (Cambini and Martein [5]’s theorem), the vendor’s profit function per unit time, \( TP_v(m) \), is strictly pseudo-concave with respect to \( m \) and hence \( TP_v(m) \) has a global maximum at the point, \( m = m^*(\in (0, \infty)) \).
Proof of Proposition 4.3. Since the profit function of the supply chain is the sum of the retailer’s and the vendor’s profit functions, so, according to Proposition 4.1, it is clear that the retailer’s profit function is pseudo-concave with respect to $T_b$. However, from the Proposition 4.2 it is clear that the vendor’s profit function pseudo-concave with respect to $m$. Thus, we can conclude that the profit function of the supply chain having the sum of two pseudo-concave functions is also pseudo-concave with respect to $T_b$ and $m$ exclusively. 
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