PERFORMANCE ANALYSIS OF AN $M/G/1$ QUEUE WITH BI-LEVEL RANDOMIZED $(p, N_1, N_2)$-POLICY
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Abstract. This paper proposes an $M/G/1$ queueing model with bi-level randomized $(p, N_1, N_2)$-policy. That is, after all of the customers in the system are served, the server is closed down immediately. If $N_1(\geq 1)$ customers are accumulated in the queue, the server is activated for service with probability $p(0 \leq p \leq 1)$ or still left off with probability $1 - p$. When the number of customers in the system becomes $N_2(\geq N_1)$, the server begins serving the waiting customers until the system becomes empty again. Using the total probability decomposition technique and the Laplace transform, we study the transient queue length distribution and obtain the expressions of the Laplace transform of the transient queue-length distribution with respect to time $t$. Then, employing L'Hospital’s rule and some algebraic operations, the explicit recursive formulas of the steady-state queue-length distribution, which can be used to accurately evaluate the probabilities of queue length, are presented. Moreover, some other important queuing performance indices, such as the explicit expressions of its probability generating function of the steady-state queue-length distribution, the expected queue size and so on, are derived. Meanwhile, we investigate the system capacity optimization design by the steady-state queue-length distribution. Finally, an operating cost function is constructed, and by numerical calculation, we find the minimum of the long-run average cost rate and the optimal bi-level threshold policy $(N_1^*, N_2^*)$ that satisfies the average waiting time constraints.
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1. Introduction

As we know, the most extensive research regarding queueing models is the optimal design and control of the queue. The main objective of investigating controllable queueing systems is to economize the running cost and improve operational efficiency. In general, the issue of controlling the service includes the $N$-policy introduced by Yadin and Naor [26], the $T$-policy proposed by Heyman [1], and the $D$-policy presented by Balachandran [4]. Since their seminal works, considerable efforts have been devoted to study these types of controllable queueing models, such as Teghem [20], Tian and Zhang [21], Tang and Tang [18]. Considering the customer’s sensitivity to time delays and increasing the flexibility of the service system, some queueing systems with the joint control policy have been presented. For example, Lee and Seo [13] considered the $M/G/1$ queueing system with the
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dyadic Min\((N, D)\)-policy combined with the \(N\)-policy and the \(D\)-policy, in which the server resumes its service if either \(N\) customers accumulate in the system or the sum of the service times of the waiting customers exceeds \(D\), whichever occurs first. And Lee et al. [15] further extended the model to the \(MAP/G/1\) system with the Min\((N, D)\)-policy. Tang et al. [19] considered the \(M/G/1\) queueing system with the Min\((N, V)\)-policy combined with the \(N\)-policy and server multiple vacations. To prolong the lifetime of wireless sensor nodes, Jiang et al. [7] proposed a novel design strategy for mitigating the average power consumption of sensor nodes using the \(M/G/1\) queueing model with Min\((N, T)\)-policy. Li and Liu [16] studied an \(M/G/1\) queue operating in a multi-phase random environment with Min\((N, V)\)-policy. Using the supplementary variable technique, the distribution of the stationary system size at arbitrary epoch and the sojourn time distribution are derived. Lee and Park [12] considered a bi-level with Min\((N)\) decided with the Min\((N, V)\) decision and Min\((N, D)\) decision. Li [14] extended the model constructed by Lee and Park [12] to the batch arrival systems with/without server’s vacations. In discrete-time case, Luo et al. [17] discussed the Geo\(/G/1\) queue with \((r, N)\)-policy and different input rates. Some other research on queueing systems with joint control policy can be found in [3, 8, 11, 24].

In the aforementioned papers about the \(N\)-policy queue, it is generally assumed that the idle server must resume service as soon as \(N\) customers accumulate in the system. However, in a certain situation (e.g., the extra work that he/she is engaged in cannot be interrupted immediately), even if the number of customers has exactly accumulated to \(N\), the dormant server may also not provide service for customers. Motivated by such a queuing phenomenon, Feinberg and Kim [2] first investigated an \(M/G/1\) queueing system with \((p, N)\)-policy, in which the \((p, N)\)-policy means that when the number of customers in the system becomes \(N\), the server is turned on with probability \(p(0 \leq p \leq 1)\) or still left off with probability \(1 - p\). The server begins serving immediately if there are more than \(N\) customers in the system. Later, the \((p, N)\)-policy in the queueing system has a series of in-depth research [5, 6, 10, 22, 23, 25]. Wang and Huang [22] analyzed an \(M/G/1\) queue with \((p, N)\)-policy and unreliable server, and the maximum entropy approach was employed to develop the approximate formulae for the queue-length distribution. Wang and Ke [23] first introduced \((p, N)\)-policy into the discrete-time Geo\(/G/1\) queueing system. Jia and Chen [6] studied the Geo\(/G/1\) queue model with \((p, N)\)-policy, set-up time, multiple vacation and disasters. Jain and Kaur [5] considered an \(M^{\infty}/G/1\) queueing model and studied the performance of phase service queue along with realistic features of the unreliable server, vacation, balk and feedback.

In many real-world production systems, the precise setting of the threshold for starting service is one of the most critical factors for the cost-effective operation of the systems. If the set threshold for starting service is too small, it will generate a large amount of switching costs when the system frequently switches its state for a long time. If the set threshold for starting service is too large, it will increase the waiting time of customers, which will degrade the customers satisfaction and lead to the loss of customers. Based on the above situation, this paper proposes a new \(M/G/1\) queueing model with the bi-level randomized \((p, N_1, N_2)\)-policy. That is, whenever the system becomes empty, the server is closed down immediately. When the number of customers arriving in the system reaches a given low threshold value \(N_1(\geq 1)\), the server is activated for work with probability \(p(0 \leq p \leq 1)\) or still left off with probability \(1 - p\). If the number of customers arriving in the system reaches a given high threshold value \(N_2(\geq N_1)\), the server begins serving the waiting customers until the system becomes empty again. First of all, employing the total probability decomposition and the Laplace transform, we study the transient queue-length distribution of the system starting from any initial state, and obtain the expressions of the Laplace transform of the transient queue-length distribution. Secondly, applying L’Hospital’s rule and using some algebraic operations, the recursive formulas of the steady-state queue-length distribution and the average queue size are obtained. Thirdly, we use the recursive formulas to discuss the system capacity optimization design. Finally, we establish the cost structure model and obtain the explicit expression of the long-run expected cost rate of the system by the renewal reward theorem. Moreover, a numerical example is used to
discuss the constrained optimization problem under the limit of the average waiting time. It is worthwhile to point out that the analysis technique used in this paper is different from some traditional analysis techniques (e.g., embedded Markov chain and supplementary variable techniques). Using the method proposed in our paper, we can investigate the transient queue size distribution at any epoch $t$ of the system that starts from any initial state. Based on the transient results, we can easily obtain the recursive formula of the steady-state queue length distribution that is numerically tractable. Compared with our method, the traditional approaches such as the supplementary variable technique and the embedded Markov chain method can only obtain the probability generating function of the stationary queue size instead of the queue-length distribution. Moreover, to analyze the evolution of the queuing process by using the supplementary variable technique, the difference-differential equations governing the $M/G/1$ queueing model can be established under the assumption that the service time follows an arbitrary distribution with a probability density function.

The remainder of this paper is originated as follows. In the next section, we formulate the considered mathematical model and give some definitions and lemmas. In Section 3, some queueing characteristics are analyzed. Some special cases are given in Section 4. The system capacity optimization design is discussed in Section 5. In Section 6, applying the renewal reward theorem, we obtain the explicit expression of the long-run expected cost rate under a given cost model. Then, we construct a constrained optimization problem under the limit of the average waiting time and discuss the optimal bi-level threshold policy that minimizes the expected cost function by a numerical example. Finally, Section 7 provides the conclusions.

2. Model formulation and some preliminaries

In this paper, we investigate the $M/G/1$ queuing model with bi-level randomized $(p, N_1, N_2)$-policy by making the following assumptions.

**Assumption 2.1.** The inter-arrival times $\tau_n, n = 1, 2, \cdots$, are independent identically distributed (i.i.d.) random variables each with the exponential distribution $F(t) = 1 - e^{-\lambda t}, \lambda > 0, t \geq 0$. The customers are served one by one. The service times $\chi_n, n = 1, 2, \cdots$, are also i.i.d. random variables each with the distribution $G(t), t \geq 0$, and the average service time is $\frac{1}{\mu}, 0 < \mu < \infty$. The inter-arrival time $\tau$ and service time $\chi$ are all independent of each other.

**Assumption 2.2.** The bi-level randomized $(p, N_1, N_2)$-policy: Whenever the system is empty, the server keeps dormant in the system. If the number of customers reaches $N_1(\geq 1)$ in the system, the deactivated server is turned on with probability $p(0 \leq p \leq 1)$ or is still left off with complementary probability $1 - p$. If the number of customers reaches $N_2(\geq N_1)$ in the system, the service starts to serve customers immediately. Furthermore, once the server is activated, it will keep rendering service until the system becomes empty.

**Assumption 2.3.** The server will not adopt the control policy if the system is empty at initial time $t = 0$, then the server will stay in the system until the next customer arrives and starts its service immediately. If there are $j(\geq 1)$ customers in the system at initial time $t = 0$, the server begins serving the customers immediately.

For later discussions, we first present some definitions and lemmas as follows.

**Definition 2.4.** System idle period is a period of time during which the system is continuously idle (no customers). Obviously, the system idle period is the remaining time of an arrival interval. Let $\hat{\tau}_j$ represent the length of the $j$th system idle period. Thus, $\hat{\tau}_j (j = 1, 2, \cdots)$ are independent mutually and satisfy the same exponential distribution $F(t) = 1 - e^{-\lambda t}, t \geq 0$.

**Definition 2.5.** System busy period is the time interval that starts at the instant at which the first customer arriving at the idle system and ends at the instant when the system becomes empty again.

**Definition 2.6.** Server idle period is the time interval commences when the system is completely empty and finishes when server begins to serve the waiting customers.
Definition 2.7. Server busy period is the time interval from the server begins service until the system becomes empty again. Let \( b \) denote the server busy period that begins with only one customer, and let \( B(t) = P\{b \leq t\}, b(s) = \int_0^\infty e^{-st}dB(t) \). Then, similar to the discussing in Tang et al. \[18\], we have the following lemma.

Lemma 2.8. For \( \Re(s) > 0 \), \( b(s) \) is the root with the smallest absolute value of the equation \( z = g(s + \lambda - \lambda z) \) within \( |z| < 1 \), and

\[
B(t) = \sum_{k=1}^{\infty} \int_0^t e^{-\lambda x} \frac{(\lambda x)^{k-1}}{k!} dG^{(k)}(x),
\]

\[
\lim_{t \to \infty} B(t) = \begin{cases} 
1, & \rho \leq 1, \\
\omega < 1, & \rho > 1, \\
\frac{\lambda}{\lambda - \rho}, & \rho < 1, \\
\infty, & \rho \geq 1,
\end{cases}
\]

where \( g(s) = \int_0^\infty e^{-st}dG(t) \), \( \omega(0 < \omega < 1) \) is the root of the equation \( z = g(\lambda - \lambda z) \). The traffic intensity of system is given by \( \rho = \frac{\lambda}{\mu} \). \( \Re(s) \) denotes the real part of the complex variable \( s \). Furthermore, \( G^{(k)}(t) \) is the \( k \)-fold convolution of \( G(t) \), i.e., \( G^{(k)}(t) = \int_0^t G^{(k-1)}(t-x)dG(x), k \geq 1 \) and \( G^{(0)}(t) = 1 \).

Let \( b^{(i)} \) be the generalized server busy period initiated with \( i \) customers. Because the arrival process is a Poisson process, the probability distribution function of \( b^{(i)} \) is given by \( P\{b^{(i)} \leq t\} = B^{(i)}(t), t \geq 0, i \geq 1 \).

We now define the joint distribution of the queue-length and the server busy period by

\[
Q_j(t) = P\{b > t \geq 0; N(t) = j\}.
\]

So that \( Q_j(t) \) denotes the transient probability of there being \( j \) customers at epoch \( t \) during the time interval \( (0,b] \). It implies that the state \( N(t) = j \) in \( Q_j(t) \) depends on the initial state \( N(0) = 1 \), \( (0,t] \subset (0,b] \) and the epoch \( t = 0 \) is the beginning of the server period \( b \). We have boundary condition \( Q_1(0) = 1, Q_j(0) = 0, j > 1 \). Similar to the discussing in Tang et al. \[18\], we have the following lemma.

Lemma 2.9. Let \( q_j^*(s) = \int_0^\infty e^{-st}Q_j(t)dt \) be the Laplace transform of \( Q_j(t) \), then for \( \Re(s) > 0 \) and \( j \geq 1 \), we have

\[
q_1^*(s) = \frac{b(s)[1 - g(s + \lambda)]}{(s + \lambda)g(s + \lambda)},
\]

\[
q_j^*(s) = \frac{b(s)}{g(s + \lambda)} \int_0^\infty e^{-st}G(t) \frac{(\lambda t)^{j-1}}{(j-1)!} e^{-\lambda t} dt
\]

\[
+ \frac{1}{g(s + \lambda)} \sum_{k=1}^{j-1} \frac{q_{j-k}^*(s)}{b^k(s)} \left\{ b(s) - \sum_{i=0}^{k} \int_0^\infty e^{-(s+\lambda)x} \frac{[\lambda b(s)t]^i}{i!} dG(t) \right\}, j > 1,
\]

where \( b(s) \) is defined by Lemma 2.8, \( \sum_{k=i}^{j} = 0 \) if \( j < i \).

Proof. See Appendix A. \( \square \)

3. TRANSIENT AND STEADY-STATE DISTRIBUTION OF SYSTEM QUEUE SIZE

In this section, using the renewal theory, the law of total probability decomposition and the Laplace transform, we first investigate the transient distribution of the queue-length and derive the expressions of the Laplace transform of the transient queue-length distribution with respect to time \( t \). Then, employing l’Hospital’s rule, we obtain the recursive formulas of the steady-state queue-length distribution. Moreover, some other important queuing performance indices are derived by some algebraic manipulations.
AN M/G/1 QUEUE WITH BI-LEVEL RANDOMIZED \((P, N_1, N_2)\)-POLICY

Figure 1. When \(N_1\) customers arrive after the system becomes empty, the server is activated for service with probability \(p\).

Let

\[ p_{ij}(t) = P\{N(t) = j|N(0) = i\} \]

denote the conditional probability that there are \(j\) customers at time point \(t\) under initial state \(N(0) = i\), \(i = 0, 1, 2, \cdots\), and

\[ p^*_{ij}(s) = \int_0^\infty e^{-st}p_{ij}(t)dt, \quad i \geq 0, j \geq 0. \]

Theorem 3.1. For \(\Re(s) > 0\) and \(i \geq 1\), we have

\[ p^*_00(s) = \frac{1 - f(s)}{s}\left[1 + \frac{f(s)b(s)}{\Delta(s)}\right], \tag{3.1} \]

\[ p^*_i0(s) = \frac{1 - f(s)}{s} \cdot \frac{b^i(s)}{\Delta(s)}, \tag{3.2} \]

where \(\Delta(s) = 1 - pf^{N_1}(s)b^{N_1}(s) - (1 - p)f^{N_2}(s)b^{N_2}(s)\), and \(b(s)\) is defined by Lemma 2.8.

Proof. Let \(l_n = \sum_{i=1}^n \tau_i, n \geq 1, \) and \(l_0 = 0\). It is noted that \(p_{00}(t)\) indicates that there are no customers in the system at time point \(t\) under initial state \(N(0) = 0\), that is, the time point \(t\) is located in the system idle period. Since the beginning and ending epochs of the server busy period are renewal points, using the total probability decomposition, it gets

\[ p_{00}(t) = P\{\tau_1 > t\} + P\{\tau_1 + b \leq t < \tau_1 + b + \tau_2\} + P\{\tau_1 + b + \tau_2 \leq t, N(t) = 0\} \]

\[ = \bar{F}(t) + \int_0^t \bar{F}(t-x)d[F(x) * B(x)] + P\{\tau_1 + b + \tau_2 \leq t, N(t) = 0\}. \tag{3.3} \]

The third term of equation (3.3) can be decomposed into the following two cases:

(i) When \(N_1\) customers arrive after the system becomes empty, the server is activated for service with probability \(p(0 \leq p \leq 1)\) (see Fig. 1).

(ii) When \(N_1\) customers arrive after the system becomes empty, the server is not activated for service with probability \(1 - p\), and then the server is turned on by the arrival of the \(N_2\)th customer in the system (see Fig. 2).

So, the third term of equation (3.3) is given by

\[ P\{\tau_1 + b + \tau_2 \leq t, N(t) = 0\} = pP\{\tau_1 + b + \tau_2 + l_{N_1-1} \leq t, N(t) = 0\} \]

\[ + (1 - p)P\{\tau_1 + b + \tau_2 + l_{N_2-1} \leq t, N(t) = 0\} \]

\[ = p \int_0^t \int_0^{t-x} p_{N_10}(t-x-y)dF^{(N_1)}(y)d[F(x) * B(x)] \]
For Theorem 3.2. equation (3.1) into equation (3.7) leads to equation (3.2). Substituting equation (3.8) back to equation (3.5) and solving equation (3.5) gives equation (3.1). Substituting \( p \) into equation (3.3) and applying the Laplace transform to equation (3.3), \( p_{00}(s) \) is given by

\[
p_{00}(s) = \frac{[1 - f(s)][1 + b(s)f(s)]}{s} + pb(s)f^{N_1+1}(s)p_{N_10}(s) + (1 - p)b(s)f^{N_2+1}(s)p_{N_20}(s).
\]  

(3.5)

For \( i > 0 \), similar to the discussion of \( p_{00}(t) \), we have

\[
p_i(t) = P\left\{ b^{(i)} \leq t < b^{(i)} + \tau_1 \right\} + P\left\{ b^{(i)} + \tau_1 \leq t, N(t) = 0 \right\}
\]

\[
= \int_0^t F(t-x)dB^{(i)}(x) + p \int_0^t \int_0^{t-x} p_{N_10}(t-x-y)dF(N_1)(y)dB^{(i)}(x)
\]

\[
+ (1-p) \int_0^t \int_0^{t-x} p_{N_20}(t-x-y)dF(N_2)(y)dB^{(i)}(x).
\]

(3.6)

By taking the Laplace transform of equation (3.6), we obtain

\[
p_i(s) = \frac{[1 - f(s)]b^i(s)}{s} + pb^i(s)f^{N_1}(s)p_{N_10}(s) + (1 - p)b^i(s)f^{N_2}(s)p_{N_20}(s).
\]

(3.7)

From equations (3.5) and (3.7), the relationship between \( p_{00}(s) \) and \( p_i(s) \) can be obtained as follows

\[
p_{i0}(s) = \frac{b^i(s)}{b(s)f(s)} \left\{ p_{00}(s) - \frac{1 - f(s)}{s} \right\}, \quad i \geq 1.
\]

(3.8)

Substituting equation (3.8) back to equation (3.5) and solving equation (3.5) gives equation (3.1). Substituting equation (3.1) into equation (3.7) leads to equation (3.2).

**Theorem 3.2.** For \( \Re(s) > 0 \) and \( i \geq 1 \), we have

1. If \( j = 1, 2, \ldots, N_1 - 1 \), then

\[
p_{0j}(s) = q_j^s(s)f(s) + \frac{(1 - f(s))f^{j+1}(s)b(s) + s f(s)\delta_j(s)}{s\Delta(s)},
\]

\[
p_{ij}(s) = \sum_{k=1}^i q_{j-i+k}(s)\frac{b^{k-1}(s) + (1 - f(s))f^j(s)b^i(s) + s b^i(s)\delta_j(s)}{s\Delta(s)}.
\]

(3.9)

(3.10)

2. If \( j = N_1, \ldots, N_2 - 1 \), then

\[
p_{0j}(s) = q_j^s(s)f(s) + \frac{(1 - p)(1 - f(s))f^{j+1}(s)b(s) + s f(s)\delta_j(s)}{s\Delta(s)},
\]

\[
p_{ij}(s) = \sum_{k=1}^i q_{j-i+k}(s)\frac{b^{k-1}(s) + (1 - p)(1 - f(s))f^j(s)b^i(s) + s b^i(s)\delta_j(s)}{s\Delta(s)}.
\]

(3.11)

(3.12)
Figure 3. The time point $t$ is located in the server idle period with $j$ customers.

(3) If $j = N_2, N_2 + 1, N_2 + 2, \ldots$, then

\[
p_{0j}(s) = q_j^*(s)f(s) + \frac{f(s)\delta_j(s)}{\Delta(s)}, \tag{3.13}
\]

\[
p_{ij}(s) = \sum_{k=1}^{i} q_{j-i+k}^*(s)b^{k-1}(s) + \frac{b^{i-1}(s)\delta_j(s)}{\Delta(s)}, \tag{3.14}
\]

where $\Delta(s)$ is given in Theorem 3.1, and $\delta_j(s) = pf^{N_1}(s)\sum_{k=1}^{N_1} q_{j-N_1+k}^*(s)b^k(s) + (1-p)f^{N_2}(s)\sum_{k=1}^{N_2} q_{j-N_2+k}^*(s)b^k(s)$.

Proof. (1) When $j = 1, 2, \ldots, N_1 - 1$, it is noted that $p_{0j}(t)$ indicates that there are $j$ customers in the system at time point $t$ under initial state $N(0) = 0$. Therefore, the event $\{N_t = j\}$ must satisfy one of the following conditions:

(i) The time point $t$ is located in the server busy period and there are $j$ customers in the system at time point $t$.

(ii) The time point $t$ is located in the server idle period and there are $j$ customers in the system at time point $t$.

Thus

\[
p_{0j}(t) = P\{\tau_1 \leq t < \tau_1 + b_1, N(t) = j\} + P\{\tau_1 + b_1 + \tau_2 + l_{j-1} \leq t < \tau_1 + b_1 + \tau_2 + l_j\} + pP\{\tau_1 + b_1 + \tau_2 + l_{N_1-1} < t, N(t) = j\} + (1-p)P\{\tau_1 + b_1 + \tau_2 + l_{N_2-1} < t, N(t) = j\}. \tag{3.15}
\]

The first term of equation (3.15) indicates that the time point $t$ is located in the first server busy period with $j$ customers (see Fig. 3).

So, it yields

\[
P\{\tau_1 \leq t < \tau_1 + b_1, N(t) = j\} = \int_0^t Q_j(t-x)dF(x). \tag{3.16}
\]

The second term of equation (3.15) indicates that the time point $t$ is located in the server idle period with $j$ customers (see Fig. 4).

So that

\[
P\{\tau_1 + b_1 + \tau_2 + l_{j-1} \leq t < \tau_1 + b_1 + \tau_2 + l_j\} = \int_0^t \bar{F}(t-x)d\left[F^{(j+1)}(x) * B(x)\right]. \tag{3.17}
\]

The third term of equation (3.15) indicates that the server is activated for service with probability $p$ when $N_1$ customers arrive after the system becomes empty, and the time point $t$ is located in after the start of the second server busy period with $j$ customers (see Fig. 5).

It yields

\[
pP\{\tau_1 + b_1 + \tau_2 + l_{N_1-1} < t, N(t) = j\} = p\int_0^t \int_0^{t-x} p_{N_1,j}(t-x-y)dF^{(N_1)}(y)d[F(x) * B(x)]. \tag{3.18}
\]
The time point $t$ is located in the first server busy period with $j$ customers.

The server is activated for service with probability $p$ when $N_1$ customers arrive, and the time point $t$ is located in after the start of the second server busy period with $j$ customers.

The server is not activated for service with probability $1 - p$ when $N_1$ customers arrive, and the time point $t$ is located in after the start of the second server busy period with $j$ customers.

The fourth term of equation (3.15) indicates that the server is not activated for service with probability $1 - p$ when $N_1$ customers arrive after the system becomes empty, but the server is turned on by the arrival of the $N_2$th customer, and the time point $t$ is located in after the start of the second server busy period with $j$ customers (see Fig. 6).

Therefore
\[
(1 - p)P\{\hat{\tau}_1 + b_1 + \tau_2 + l_{N_2 - 1} < t, N(t) = j\} = (1 - p) \int_0^t \int_0^{t-x} p_{N_2j}(t-x-y) dF^{(N_2)}(y) d[F(x) * B(x)].
\]

(3.19)

Substituting equations (3.16)–(3.19) into equation (3.15), and applying the Laplace transform to equation (3.15), $p_{0j}^*(s)$ is given by
\[
p_{0j}^*(s) = q_j^*(s)f(s) + \frac{1 - f(s)}{s} f^{i+1}(s)b(s) + pb(s)f^{N_i+1}(s)p_{N_1j}^*(s) + (1 - p)b(s)f^{N_2+1}(s)p_{N_2j}^*(s).
\]

(3.20)

For $i > 0$, similar to the discussion of $p_{0j}(t)$, we have
\[
p_{ij}(t) = P\{t \leq b^{(i)}, N(t) = j\} + P\{b^{(i)} + \hat{\tau}_1 + l_{j-1} \leq t < b^{(i)} + \hat{\tau}_1 + l_j\}
+ pP\{b^{(i)} + l_{N_1} < t, N(t) = j\} + (1 - p)P\{b^{(i)} + l_{N_2} < t, N(t) = j\}
\]
\[
\begin{align*}
= \sum_{k=1}^{i} \int_{0}^{t} Q_{j-i+k}(t-x)dB^{(k-1)}(x) + \int_{0}^{t} \tilde{F}(t-x)d\left[F^{(i)}(x) * B^{(i)}(x)\right] \\
+ p \int_{0}^{t} \int_{0}^{t-x} p_{N_{1}j}(t-x-y)dF^{N_{1}}(y)dB^{(i)}(x) \\
+ (1-p) \int_{0}^{t} \int_{0}^{t-x} p_{N_{2}j}(t-x-y)dF^{N_{2}}(y)dB^{(i)}(x).
\end{align*}
\] (3.21)

By taking the Laplace transform of equation (3.21), we obtain

\[
p_{0j}^{*}(s) = \sum_{k=1}^{i} q_{j-i+k}^{*}(s)b^{k-1}(s) + \frac{[1-f(s)]f^{i+1}(s)b^{i}(s)}{s} + pb^{i}(s)f^{N_{1}+1}(s)p_{N_{1}j}^{*}(s) + (1-p)b^{i}(s)f^{N_{2}+1}(s)p_{N_{2}j}^{*}(s).
\]

(3.22)

From equations (3.20) and (3.22), the relationship between \(p_{0j}^{*}(s)\) and \(p_{0j}^{*}(s)\) can be obtained as

\[
p_{0j}^{*}(s) = \sum_{k=1}^{i} q_{j-i+k}^{*}(s)b^{k-1}(s) + \frac{b^{i-1}(s)}{f(s)} \left\{p_{0j}^{*}(s) - q_{j}^{*}(s)f(s)\right\}, \quad i \geq 1.
\]

(3.23)

Substituting equation (3.23) back to equation (3.20) and solving equation (3.20) gives equation (3.9).

Substituting equation (3.9) into equation (3.22) leads to equation (3.10).

(2) For \(j = N_{1}, \ldots, N_{2} - 1\), we have

\[
p_{0j}(t) = P\{\tilde{\tau}_{1} \leq t < \tilde{\tau}_{1} + b_{1}, N(t) = j\} + (1-p)P\{\tilde{\tau}_{1} + b_{1} + \tilde{\tau}_{2} + l_{N_{1}-1} + l_{j-N_{1}} \leq t < \tilde{\tau}_{1} + b_{1} + \tilde{\tau}_{2} + l_{N_{1}-1} + l_{j-N_{1}+1}\} + pP\{\tilde{\tau}_{1} + b_{1} + \tilde{\tau}_{2} + l_{N_{1}-1} < t, N(t) = j\} + (1-p)P\{\tilde{\tau}_{1} + b_{1} + l_{N_{2}} \leq t, N(t) = j\}
\]

\[
= \int_{0}^{t} Q_{j}(t-x)dF(x) + (1-p)\int_{0}^{t} \int_{0}^{t-x} \tilde{F}(t-x-y)dF^{(j-N_{1})}(y)d\left[F^{(N_{1}+1)}(x) * B(x)\right]
\]

\[
+ p \int_{0}^{t} \int_{0}^{t-x} p_{N_{1}j}(t-x-y)dF^{N_{1}}(y)d[F(x) * B(x)]
\]

\[
+ (1-p) \int_{0}^{t} \int_{0}^{t-x} p_{N_{2}j}(t-x-y)dF^{N_{2}}(y)d[F(x) * B(x)].
\]

(3.24)

\[
p_{ij}(t) = P\{t \leq b^{(i)}, N(t) = j\} + (1-p)P\{b^{(i)} + \tilde{\tau}_{1} + l_{N_{1}-1} + l_{j-N_{1}} \leq t < b^{(i)} + \tilde{\tau}_{1} + l_{N_{1}-1} + l_{j-N_{1}+1}\}
\]

\[
+ pP\{b^{(i)} + l_{N_{1}} < t, N(t) = j\} + (1-p)P\{b^{(i)} + l_{N_{2}} < t, N(t) = j\}
\]

\[
= \sum_{k=1}^{i} \int_{0}^{t} Q_{j-i+k}(t-x)dB^{(k-1)}(x) + (1-p)\int_{0}^{t} \int_{0}^{t-x} \tilde{F}(t-x-y)dF^{(j-N_{1})}(y)d\left[F^{(N_{1})}(x) * B^{(i)}(x)\right]
\]

\[
+ p \int_{0}^{t} \int_{0}^{t-x} p_{N_{1}j}(t-x-y)dF^{N_{1}}(y)dB^{(i)}(x)
\]

\[
+ (1-p) \int_{0}^{t} \int_{0}^{t-x} p_{N_{2}j}(t-x-y)dF^{N_{2}}(y)dB^{(i)}(x).
\]

(3.25)

Taking the Laplace transform of equations (3.24) and (3.25), we have

\[
p_{0j}^{*}(s) = q_{j}^{*}(s)f(s) + \frac{(1-p)[1-f(s)]f^{i+1}(s)b(s)}{s} + pb^{i}(s)f^{N_{1}+1}(s)p_{N_{1}j}^{*}(s)
\]

\[
+ (1-p)b^{i}(s)f^{N_{2}+1}(s)p_{N_{2}j}^{*}(s),
\]

(3.26)
\[ p_{ij}^*(s) = \sum_{k=1}^{i} q_{j-i+k}^*(s)b^{k-1}(s) + \frac{(1 - p)[1 - f(s)]f^i(s)b^i(s)}{s} + pb^i(s)f^{N_i+1}(s)p_{N_i,j}^*(s) \\
+ (1 - p)b^i(s)f^{N_{j+1}}(s)p_{N_{j+1}}^*(s). \] (3.27)

From equations (3.26) and (3.27), we obtain the relationship between \( p_{0j}^* \) and \( p_{ij}^* \) as follows
\[ p_{ij}^*(s) = \sum_{k=1}^{i} q_{j-i+k}^*(s)b^{k-1}(s) + \frac{b^{i-1}(s)}{f(s)} \left\{ p_{0j}^*(s) - q_{j}^*(s)f(s) \right\}, \quad i \geq 1. \] (3.28)

Substituting equation (3.28) back to equation (3.26) and solving equation (3.26) gives equation (3.11). Substituting equation (3.11) into equation (3.27) leads to equation (3.12).

(3) For \( j = N_2, N_2 + 1, N_2 + 2, \ldots \), we have
\[ p_{0j}(t) = P\{\tau_1 \leq t < \tau_1 + b_1, N(t) = j\} + pP\{\tau_1 + b_1 + l_{N_1} < t, N(t) = j\} \]
+ \( (1 - p)P\{\tau_1 + b_1 + l_{N_2} < t, N(t) = j\} \)
\[ = \int_{0}^{t} Q_j(t-x) dF(x) + p \int_{0}^{t} \int_{0}^{t-x} p_{N_i,j}(t-x-y)dF^{(N_i)}(y) d[F(x) * B(x)] \]
+ \( (1 - p) \int_{0}^{t} \int_{0}^{t-x} p_{N_{j+1}}(t-x-y)dF^{(N_{j+1})}(y) d[F(x) * B(x)] \) (3.29)
\[ p_{ij}(t) = P\{t \leq B(i), N(t) = j\} + pP\{B(i) + l_{N_1} < t, N(t) = j\} + (1 - p)P\{B(i) + l_{N_2} < t, N(t) = j\} \]
\[ = \sum_{k=1}^{i} \int_{0}^{t} Q_{j-i+k}(t-x) dB^{(k-1)}(x) + p \int_{0}^{t} \int_{0}^{t-x} p_{N_i,j}(t-x-y)dF^{(N_i)}(y) dB^{(i)}(x) \]
+ \( (1 - p) \int_{0}^{t} \int_{0}^{t-x} p_{N_{j+1}}(t-x-y)dF^{(N_{j+1})}(y) dB^{(i)}(x) \). (3.30)

By taking the Laplace transform of equations (3.29) and (3.30), we have
\[ p_{0j}^*(s) = q_{j}^*(s)f(s) + pb(s)f^{N_1+1}(s)p_{N_1,j}^*(s) + (1 - p)b(s)f^{N_{j+1}}(s)p_{N_{j+1},j}^*(s), \] (3.31)
\[ p_{ij}^*(s) = \sum_{k=1}^{i} q_{j-i+k}^*(s)b^{k-1}(s) + pb^i(s)f^{N_i+1}(s)p_{N_i,j}^*(s) + (1 - p)b^i(s)f^{N_{j+1}}(s)p_{N_{j+1},j}^*(s). \] (3.32)

From equations (3.31) and (3.32), we obtain the relationship between \( p_{0j}^* \) and \( p_{ij}^* \) as follows
\[ p_{ij}^*(s) = \sum_{k=1}^{i} q_{j-i+k}^*(s)b^{k-1}(s) + \frac{b^{i-1}(s)}{f(s)} \left\{ p_{0j}^*(s) - q_{j}^*(s)f(s) \right\}, \quad i \geq 1. \] (3.33)

Substituting equation (3.33) back to equation (3.31) and solving equation (3.31) gives equation (3.13). Substituting equation (3.13) into equation (3.32) leads to equation (3.14).

On the basis of the expressions of the Laplace transform of the transient queue-length distribution obtained in Theorems 3.1 and 3.2 above, employing L'Hospital's rule, we obtain the explicit recursive formulas of the steady-state queue-length distribution. Moreover, some other important queueing performance indices, such as the explicit expressions of its probability generating function of the steady-state queue-length distribution, the expected queue size, the stochastic decomposition structure of the steady-state queue size and so on, are derived by some algebraic manipulations.
Theorem 3.3. Let \( p_j = \lim_{t \to \infty} p(N(t) = j), j = 0, 1, 2, \ldots \), we have

1. When \( \rho = \frac{\lambda}{\mu} \geq 1, p_j = 0, j = 0, 1, 2, \ldots \). Therefore, \( \{p_j, j \geq 0\} \) do not constitute a probability distribution.
2. When \( \rho < 1 \), the recursive expressions of \( \{p_j, j = 0, 1, 2, \cdots\} \) are listed as follows

\[
\begin{align*}
p_0 &= \frac{(1 - \rho)}{pN_1 + (1 - p)N_2}, \\
p_j &= \frac{(1 - \rho)(1 + \lambda \delta_j)}{pN_1 + (1 - p)N_2}, \quad j = 1, 2, \cdots, N_1 - 1, \\
p_j &= \frac{(1 - \rho)(1 + \lambda \delta_j)}{pN_1 + (1 - p)N_2}, \quad j = N_1, N_1 + 1, \cdots, N_2 - 1, \\
p_j &= \frac{(1 - \rho)\lambda \delta_j}{pN_1 + (1 - p)N_2}, \quad j \geq N_2,
\end{align*}
\]

and \( \{p_j, j = 0, 1, 2, \cdots\} \) forms a probability distribution, where \( \delta_j = p \sum_{k=1}^{N_1} q_{j-N_1+k} + (1-p) \sum_{k=1}^{N_2} q_{N_2+j-N_2+k}, j \geq 1 \), and

\[
q_j = \frac{1}{g(\lambda)} \int_0^\infty e^{-\lambda t} (\lambda t)^{j-1} \bar{G}(t) dt + \frac{1}{g(\lambda)} \sum_{k=1}^{j-1} q_{j-k} \left\{ 1 - \sum_{i=0}^{k-2} \int_0^\infty e^{-\lambda t} (\lambda t)^i dG(t) \right\}, j \geq 1.
\]

Proof. It is noted that \( p_j = \sum_{i=0}^\infty p(N(0) = i) \cdot \lim_{t \to \infty} p_{ij}(t) \), and

\[
\lim_{t \to \infty} p_{ij}(t) = \lim_{t \to \infty} \int_0^x dp_{ij}(x) + p_{ij}(0)
= \lim_{t \to \infty} \lim_{s \to 0^+} \int_0^x e^{-sx} dp_{ij}(x) + p_{ij}(0)
= \lim_{s \to 0^+} \int_0^\infty e^{-sx} dp_{ij}(x) + p_{ij}(0) = \lim_{s \to 0^+} sp_{ij}^*(s).
\]

So we only need to calculate \( \lim_{s \to 0^+} sp_{ij}^*(s) \).

1. When \( \rho = \frac{\lambda}{\mu} > 1 \), we know \( \lim_{s \to 0^+} b(s) = \omega(0 < \omega < 1) \) from Lemma 2.8. So we have

\[
\lim_{s \to 0^+} \Delta(s) = 1 - p \omega^{N_1} - (1-p) \omega^{N_2} \neq 0.
\]

Therefore, by combining the expressions of Theorem 3.1 and 3.2, we obtain \( \lim_{s \to 0^+} sp_{ij}^*(s) = 0 \) \( (i, j = 0, 1, 2, \cdots) \). So that \( p_j = 0, j = 0, 1, 2, \cdots \).

2. When \( \rho = \frac{\lambda}{\mu} = 1 \), we know \( \lim_{s \to 0^+} b(s) = 1 \) and \( E[b] = \infty \). From Lemma 2.8, we get

\[
\lim_{s \to 0^+} \Delta(s) = 1 - p - (1-p) = 0,
\]

and

\[
\lim_{s \to 0^+} \Delta'(s) = p N_1 E[b] + \frac{p}{\lambda} N_1 + p N_2 E[b] + \frac{p}{\lambda} N_2 = \infty.
\]

Using L’Hospital’s rule leads to \( \lim_{s \to 0^+} sp_{ij}^*(s) = 0 \) \( (i, j = 0, 1, 2, \cdots) \). Therefore, for \( \rho = \frac{\lambda}{\mu} = 1 \), we obtain \( p_j = 0, j = 0, 1, 2, \cdots \).
(3) When \( \rho = \frac{\lambda}{\mu} < 1 \), we know \( \lim_{s \to +} b(s) = 1 \) and \( E[b] = \frac{\rho}{\lambda(1-\rho)} \) from Lemma 2.8, so we get

\[
\lim_{s \to +} \Delta'(s) = pN_1 \left[ E[b] + \frac{1}{\lambda} \right] + (1 - p)N_2 \left[ E[b] + \frac{1}{\lambda} \right]
= \frac{pN_1 + (1 - p)N_2}{\lambda(1 - \rho)}. \tag{3.41}
\]

Applying L'Hospital's rule again, the recursive expressions of \( \{p_j, j = 0, 1, 2, \cdots\} \) can be obtained by a direct calculation.

When \( \rho = \frac{\lambda}{\mu} < 1 \), since

\[
\sum_{j=0}^{\infty} p_j = \frac{(1 - \rho)}{pN_1 + (1 - p)N_2} \left[ pN_1 + (1 - p)N_2 + \lambda \sum_{j=1}^{\infty} \delta_j \right]. \tag{3.42}
\]

By a calculation, we have that the following formulas

\[
\lambda \sum_{j=1}^{\infty} \delta_j = \lambda \left[ p \sum_{j=1}^{N_1} \sum_{k=1}^{N_1} q_{j-N_1+k} + (1 - p) \sum_{j=1}^{N_2} \sum_{k=1}^{N_2} q_{j-N_2+k} \right]
= \lambda [pN_1 E[b] + (1 - p)N_2 E[b]] \tag{3.43}
\]

and

\[
\sum_{j=1}^{\infty} q_j = \frac{1}{\mu - \lambda} = E[b]. \tag{3.44}
\]

hold. Substituting equations (3.43) and (3.44) into equation (3.42) lead to \( \sum_{j=0}^{\infty} p_j = 1 \). That is, for \( \rho = \frac{\lambda}{\mu} < 1 \), the equilibrium distribution \( \{p_j, j = 0, 1, 2, \cdots\} \) at epoch \( t \) exists and forms a probability distribution.

\[ \square \]

**Theorem 3.4.** When \( \rho < 1 \), let \( P(z) \) denote the probability generating function of \( \{p_j, j = 0, 1, 2, \cdots\} \), then

\[
P(z) = \frac{(1 - \rho)(1 - z)g(\lambda(1 - z))}{g(\lambda(1 - z)) - z} \cdot \frac{(1 - z^{N_2}) + p(z^{N_2} - z^{N_2+1})}{(1 - z)[pN_1 + (1 - p)N_2]}, \quad |z| < 1. \tag{3.45}
\]

And the average queue-length, denoted by \( L \), is presented by

\[
L = \rho + \frac{\lambda^2E[\chi^2]}{2(1 - \rho)} + \frac{pN_1(N_1 - 1) + (1 - p)N_2(N_2 - 1)}{2[pN_1 + (1 - p)N_2]}, \tag{3.46}
\]

where \( g(\lambda(1 - z)) = \int_{0}^{\infty} e^{-\lambda(1 - z)t}dG(t) \).

**Proof.** According to \( P(z) = \sum_{j=0}^{\infty} p_j z^j \) and the expression of \( p_j \) given in Theorem 3.3, we get

\[
P(z) = \frac{(1 - \rho)}{pN_1 + (1 - p)N_2} \left[ \frac{1 - z^{N_1}}{1 - z} + (1 - p) \frac{z^{N_1} - z^{N_2}}{1 - z} + \lambda \sum_{j=1}^{\infty} \delta_j z^j \right]. \tag{3.47}
\]

By a calculation, we can obtain

\[
\sum_{j=1}^{\infty} \delta_j z^j = p \sum_{j=1}^{\infty} z^j \sum_{k=1}^{N_1} q_{j-N_1+k} + (1 - p) \sum_{j=1}^{\infty} z^j \sum_{k=1}^{N_2} q_{j-N_2+k}
\]
as follows:

In the queuing system studied in this paper, customers are served by first-come-first-served rule.

\[ \text{Proof.} \]

\[ W = \left( \sum_{j=1}^{\infty} z^j q_j \right) \cdot \frac{1 - z^{N_1}}{1 - z} + (1 - p) \left( \sum_{j=1}^{\infty} z^j q_j \right) \cdot \frac{1 - z^{N_2}}{1 - z} \]

\[ = \left( \sum_{j=1}^{\infty} z^j q_j \right) \cdot \left[ p \frac{1 - z^{N_1}}{1 - z} + (1 - p) \frac{1 - z^{N_2}}{1 - z} \right] \]  

(3.48)

Thus, substituting equations (3.48) and (3.49) into equation (3.47) to get equation (3.45), and then the equation (3.46) can be derived by using \( \mathcal{L} = \frac{d}{dz}[P(z)]_{z=1} \).

\( \square \)

**Corollary 3.5** (Stochastic decomposition structure of queue size). For \( \rho = \frac{\lambda}{\mu} < 1 \), the steady-state queue size \( L \) of the queueing system studied in this paper can be decomposed into the sum of two independent parts: one is the steady-state queue size of the classic \( M/G/1 \) queueing system considered by Tang et al. [18], and the other is that the additional queue size \( L_4 \) caused by the bi-level randomized \((p, N_1, N_2)\)-policy. Furthermore, the additional queue size \( L_4 \) has the following discrete distribution

\[ P\{L_4 = m\} = \frac{1}{pN_1 + (1 - p)N_2}, \quad m = 0, 1, 2, \cdots, N_1 - 1, \]

\[ P\{L_4 = m\} = \frac{1 - p}{pN_1 + (1 - p)N_2}, \quad m = N_1, N_1 + 1, \cdots, N_2 - 1. \]

\( \)Corollary 3.6. For \( \rho = \frac{\lambda}{\mu} < 1 \), the average waiting time of customer, denoted by \( \bar{W}_q \), is given by

\[ \bar{W}_q = \frac{\lambda E[\chi^2]}{2(1 - \rho)} + \frac{pN_1(N_1 - 1) + (1 - p)N_2(N_2 - 1)}{2\lambda[pN_1 + (1 - p)N_2]}. \]  

(3.50)

\( \)Proof. In the queuing system studied in this paper, customers are served by first-come-first-served rule. Therefore, the Little’s law holds. Then, employing the Little’s law, the equation (3.50) can be derived by \( \bar{W}_q = \frac{\lambda}{\rho} - \frac{1}{\mu} \). \( \square \)

4. Some Special Cases

**Special cases 4.1.** If the service time \( \chi \) of each customer obeys the exponential distribution \( G(t) = 1 - e^{-\mu t} \), then some more concise expressions of the queuing performance indices of the system studied in this paper are as follows:

1. The expressions of \( \{p_j, j = 0, 1, 2, \cdots\} \) are given by

\[ p_0 = \frac{(1 - \rho)}{pN_1 + (1 - p)N_2}, \]

\[ p_j = \frac{(1 - \rho) + \delta_j}{pN_1 + (1 - p)N_2}, \quad j = 1, 2, \cdots, N_1 - 1, \]

\[ p_j = \frac{(1 - \rho)(1 - p) + \delta_j}{pN_1 + (1 - p)N_2}, \quad j = N_1, N_1 + 1, \cdots, N_2 - 1, \]

\[ p_j = \frac{\delta_j}{pN_1 + (1 - p)N_2}, \quad j \geq N_2, \]

where \( \delta_j = p(1 - \rho_{N_1})\rho^{j-N_1+1} + (1 - p)(1 - \rho_{N_2})\rho^{j-N_2+1}, j \geq 1. \)
Special cases 4.2. When \( p = 1 \) or \( p = 0 \) or \( N_1 = N_2 = N \), the \( M/G/1 \) queueing system studied in this paper is equivalent to the \( M/G/1 \) queueing system with the classic \( N \)-policy studied in the references [21,26].

Special cases 4.3. When \( N_2 = N_1 + 1 \), the \( M/G/1 \) queueing system studied in this paper is equivalent to the \( M/G/1 \) queueing system with \((p,N)\)-policy studied by Feinberg and Kim [2]. The probability generating function of steady-state queue-length distribution is

\[
P(z) = \frac{(1 - \rho)(1 - z)g(\lambda(1 - z))}{g(\lambda(1 - z)) - z} - \frac{1 - pz^{N_1} - (1 - p)z^{N_1 + 1}}{(1 - z)(1 - p + N_1)}, \rho < 1, |z| < 1,
\]

and the average queue-length is

\[
\bar{L} = \rho + \frac{\lambda^2 E[\chi^2]}{2(1 - \rho)} + \frac{pN_1(N_1 - 1) + (1 - p)N_1(N_1 + 1)}{2(1 - p + N_1)}, \rho < 1.
\]

Special cases 4.4. When \( p = 1 \) and \( N_1 = 1 \), or \( p = 0 \) and \( N_2 = 1 \), or \( N_1 = N_2 = 1 \), the \( M/G/1 \) queueing system studied in this paper becomes the classic \( M/G/1 \) queueing system studied by Tang \textit{et al.} [18].

5. The system capacity optimization design

In practice, the capacity of the system will directly affect the cost and benefit of the system. If the capacity of the system is too large, it will lead to an increase in construction cost and operation cost. If the capacity of the system is too small, it will lead to the loss of customers. Therefore, it is very important to design a reasonable system capacity. In most occasions, the decision-makers design the buffer space by employing the mean steady-state queue size. In fact, the great irrationality of the modus operandi can be seen from the following example.

Example 5.1. When the service time \( \chi \) of customer is the exponential distribution \( G(t) = 1 - e^{-\mu t} \), we select \( \lambda = 0.6, \mu = 2.8, p = 0.6, N_1 = 5, N_2 = 12 \), and use \textit{MATLAB} program to calculate the values of \( \{p_j, j = 0, 1, 2, \ldots\} \) and the mean queue size \( \bar{L} \) by Special case 4.1. See Table 1.

From the numerical results in Table 1, we know that the value of \( p_j \) is close to 0 when \( j \) exceeds a certain value. Therefore, the system capacity does not need to be designed to be infinite at all. After some calculations, we can get

\[
P\{L > \bar{L}\} = 1 - \sum_{j=0}^{L} p_j = 1 - \sum_{j=0}^{4} p_j = 0.3941 \tag{5.1}
\]

\[
P\{L > \bar{L} + 1\} = 1 - \sum_{j=0}^{L+1} p_j = 1 - \sum_{j=0}^{5} p_j = 0.3264. \tag{5.2}
\]
Table 1. When $\lambda = 0.6, \mu = 2.8, p = 0.6, N_1 = 5, N_2 = 12$, numerical results of the steady-state queue-length distribution.

<table>
<thead>
<tr>
<th>$p_0$</th>
<th>$p_1$</th>
<th>$p_2$</th>
<th>$p_3$</th>
<th>$p_4$</th>
<th>$p_5$</th>
<th>$p_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1007</td>
<td>0.1223</td>
<td>0.1269</td>
<td>0.1279</td>
<td>0.1281</td>
<td>0.0677</td>
<td>0.0548</td>
</tr>
<tr>
<td>$p_7$</td>
<td>$p_8$</td>
<td>$p_9$</td>
<td>$p_{10}$</td>
<td>$p_{11}$</td>
<td>$p_{12}$</td>
<td>$p_{13}$</td>
</tr>
<tr>
<td>0.0520</td>
<td>0.0514</td>
<td>0.0513</td>
<td>0.0512</td>
<td>0.0510</td>
<td>0.0110</td>
<td>0.0024</td>
</tr>
<tr>
<td>$p_{14}$</td>
<td>$p_{15}$</td>
<td>$p_{16}$</td>
<td>$p_{17}$</td>
<td>$p_{18}$</td>
<td>$p_{19}$</td>
<td>$L$</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>4.4266</td>
<td></td>
</tr>
</tbody>
</table>

That is to say, if the system capacity is designed by the average queue-length $\bar{L}$, the probability of loss of customer will reach 39.41% due to no waiting space available for new arrivals. Even if we increase one unit on the mean queue size to design the system capacity, the probability of loss as presented in (5.2) is also up to 32.64%. Therefore, designing the system capacity only by using the mean queue size is very unsuitable.

Thus, in an attempt to reduce the loss probability of arrivals and increase system’s profit, the decision-makers can design the system capacity according to the following case. Let $M$ denote the system capacity to be determined. If it requires that the loss probability of new arrivals should be no more than 0.0001, that is,

$$P\{L > M\} = \sum_{j=M+1}^{\infty} p_j = 1 - \sum_{j=0}^{M} p_j \leq 0.0001.$$ 

Using the numerical results in Table 1, we can obtain $M \geq 15$, namely, the system capacity is designed to be at least $M = 15$. Form the discussing above, it can be seen that the steady-state queue-length distribution $\{p_j, j = 0, 1, 2, \cdots\}$ may play an important role in designing the system capacity, which also reflects the potential application value of Theorem 3.3.

6. Control strategy of the system under the constraint of customers waiting time

In this section, we first consider a cost structure that consists of linear waiting cost with rate $h$ and fixed startup cost $R$ for each busy period. Using the renewal reward theorem for a cycle period that is defined as the finite interval between two consecutive server busy period ending instants and the average queue length $\bar{L}$, we can obtain the long-run expected cost rate given by

$$F = h \cdot \bar{L} + \frac{R}{E[C]},$$

where $C$ denotes a busy cycle, it consists of a server idle period and a server busy period, denoted by $I$ and $B$, respectively.

Since long wait times cause customer frustration and system revenue losses, making it a lose-lose situation for all concerned. Thus, our aim here is to determine the optimal joint policy $(N_1^*, N_2^*)$ such that the expected cost rate function $F$ is minimized under the premise that the average waiting time of customers does not exceed the predetermined threshold $W_{q0}$. Hence, the optimization problem can be stated as

$$\begin{cases} 
\min F = h \cdot \bar{L} + \frac{R}{E[C]}, \\
s.t. \quad W_q \leq W_{q0}
\end{cases}$$

(6.1)

where $W_q$ is given in Corollary 3.6.
Next, we will find the expression of the expected busy cycle $E[C]$ in the objective function. Let $V$ denote the number of customers in the system at the beginning of a server busy period. Clearly, for $\rho < 1$, the average number of customers in the system is given
\[
E[V] = pN_1 + (1 - p)N_2.
\]
Thus, it follows that
\[
E[B] = E[B] \cdot E[V] = \frac{\rho E[V]}{\lambda(1 - \rho)}, \quad \rho < 1.
\]
Since the number of customers in the system at the beginning of a busy period is equal to the number of customers who arrived during the server idle period, and the arrival process is a Poisson process with rate $\lambda$, then the expected length of the server idle period is given by
\[
E[I] = \frac{E[V]}{\lambda} = \frac{pN_1 + (1 - p)N_2}{\lambda}.
\]
Therefore, we can obtain the expected length of the busy cycle as below
\[
E[C] = E[I] + E[B] = \frac{E[V]}{\lambda(1 - \rho)}, \quad \rho < 1.
\]
Substituting equations (3.46), (3.50) and (6.3) into equation (6.1), the constrained optimization problem can be rewritten as
\[
\min F = h \cdot \rho + \frac{\lambda^2E[x^2]}{2(1 - \rho)} + \frac{pN_1(N_1 - 1) + (1 - p)N_2(N_2 - 1)}{2[pN_1 + (1 - p)N_2]} + \frac{R(1 - \rho)}{pN_1 + (1 - p)N_2}, \quad \rho < 1.
\]
From equation (6.4) we can observe that $F$ and $\bar{W}_q$ are extremely complex and non-linear with respect to the decision variables $N_1$ and $N_2$, which poses a hard task to achieve the analytic results for the optimum values $N_1^*$ and $N_2^*$. Thus, to solve the optimization problem, we will utilize the direct search method to find the optimum values of $N_1$ and $N_2$. The following numerical experiments are performed on a PC having Corei7 processor using MATLAB software package in Windows 10 environment, and the numerical results are reported in tables up to six decimal places because of lack of space.

**Example 6.1.** Assume that customers arrive at the service facility according to a Poisson process with a mean rate $\lambda$, and the service time follows an exponential distribution having a mean service rate $\mu$. Under these assumptions, equation (6.4) can be reduced to the following minimization problem:
\[
\min F = h \cdot \rho + \frac{\lambda^2E[x^2]}{2(1 - \rho)} + \frac{pN_1(N_1 - 1) + (1 - p)N_2(N_2 - 1)}{2[pN_1 + (1 - p)N_2]} + \frac{R(1 - \rho)}{pN_1 + (1 - p)N_2}, \quad \rho < 1.
\]
Furthermore, we choose $R = 1500, h = 15, p = 0.7, \lambda = 0.2, \mu = 2$ and vary the values of $N_1$ and $N_2$, the corresponding expected cost rate and the average waiting time for different values of $N_1$ and $N_2$ are detailed reported in Table 2. From Table 2, we may reveal that

1. If the upper bound of the mean waiting time is set to be 5, namely $\bar{W}_{q0} = 5$, we find that $F = 119.9359$ is the minimum of the long-run average cost rate, and $(N_1^*, N_2^*) = (2, 4)$ is the optimal bi-level threshold policy that satisfies constraints of the average waiting time $\bar{W}_{q0} = 5$.
2. If the upper bound of the mean waiting time is set to be 10, namely $\bar{W}_{q0} = 10$, we may observe that $F = 88.7319$ is the minimum of the long-run average cost rate, and $(N_1^*, N_2^*) = (4, 6)$ is the optimal bi-level threshold policy that satisfies constraints of the average waiting time $\bar{W}_{q0} = 10$.
3. If the upper bound of the mean waiting time is set to be 12, namely $\bar{W}_{q0} = 12$, we may observe that $F = 88.7319$ is the minimum of the long-run average cost rate, and $(N_1^*, N_2^*) = (5, 6)$ is the optimal bi-level threshold policy that satisfies constraints of the average waiting time $\bar{W}_{q0} = 12$. 
Table 2. The changes of $F$ and $\bar{W}_q$ with different values of $N_1$ and $N_2$. 

<table>
<thead>
<tr>
<th>$N_2$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$</td>
<td>$\bar{W}_q$</td>
<td>$F$</td>
<td>$\bar{W}_q$</td>
<td>$F$</td>
<td>$\bar{W}_q$</td>
<td>$F$</td>
<td>$\bar{W}_q$</td>
</tr>
<tr>
<td>1</td>
<td>$271.6667$</td>
<td>$0.0556$</td>
<td>$212.8205$</td>
<td>$144.166$</td>
<td>$1.2094$</td>
<td>$2.5556$</td>
<td>$178.8542$</td>
</tr>
</tbody>
</table>

7. Conclusions

The present investigation explored a new $M/G/1$ queuing model with bi-level randomized ($p, N_1, N_2$)-policy. The queuing model proposed in this paper is not only an extension of mathematical meaning, but also makes the structure of the queuing model richer and more practical, which makes the operation and control of the system more flexible. Employing the total probability decomposition and the Laplace transform, some important queuing performance indices were obtained. Then, the probability generating function of steady-state queue-length and the expression of average queue-length were obtained by the obtained results in some special cases. Furthermore, a numerical example was used to discussed the optimal design of system capacity, which showed the importance of obtaining the specific expression of the stable length distribution in the design of system capacity. Finally, on the basis of the establishment of the cost structure model, we constructed a constrained optimization problem under the limit of the average waiting time and discussed the optimal double threshold policy that minimizes the expected cost function under the limit of the average waiting time by a numerical example. The analysis of this paper will provide a potentially practical application for system managers in related application areas such as telecommunication systems, flexible manufacturing systems, and so forth.

Appendix A.

Proof of Lemma 2.9. Consider the first customer served in the server busy period $b$. Let $\chi$ denote the service time of this customer and the number of customers arriving during $\chi$. We regard these customers who arrive
during \( \chi \) as primary customers, and the others who arrive after the primary customers as secondary customers. Furthermore, let \( A_1, A_2, \ldots, A_v \) denote primary customers. Since the order of server for arriving customers is irrelevant to the length of server busy period, we consider the following service order: Primary customers are served in order of \( A_1, A_2, \ldots, A_v \). After serving each primary customer, however, the server will serve any secondary customers that are present until there are no secondary customers present. So we have that \( b = \chi + L_1 + \cdots + L_v \), where \( L_v(i = 1, 2, \ldots, v) \) denotes the time interval from the epoch when the server begins to serve \( i \)th primary customer until the next time point when the service of the \((i + 1)\)th primary customer begins. Hence, \( L_1, L_2, \ldots, L_v \) are independent of each other with the same distribution as \( b \), and also independent of \( \chi \) and \( v \). Let \( L_1 + L_2 + \cdots + L_v = 0 \) only if \( v = 0 \). Since the inter-arrivals are generated by Poisson process, and the ending epoch of every server busy period is a renewal epoch, we have

\[
Q_j(t) = P\{\chi + L_1 + \cdots + L_v > t \geq 0; N(t) = j\}
\]

\[
= P\{\chi > t \geq 0; N(t) = j\} + \sum_{i=0}^{\infty} \int_0^t \frac{(\lambda x)^i}{i!} e^{-\lambda x} P\{L_1 + \cdots + L_i > t - x; N(t - x) = j\} dG(x)
\]

\[
= G(t) \frac{(\lambda t)^{j-1}}{(j-1)!} e^{-\lambda t} + \sum_{i=1}^{\infty} \int_0^t \frac{(\lambda x)^i}{i!} e^{-\lambda x} \sum_{k=1}^{i} Q_{j-(i-k)}(t-x) * B^{(k-1)}(t-x) dG(x), \quad j \geq 1. \tag{A.1}
\]

It is important to note that each \( L_i \) follows the same stochastic laws as the server busy period \( b \), \( i = 1, 2, \ldots \). According to the service order of primary customer mentioned above, there are \( j - (i - k) \) primary customers waiting for service. That is, at the time point \( t - x \), the number of primary customers waiting for service in the system is equal to \( j - (i - k) \). Hence,

\[
P\{L_1 + \cdots + L_i > t - x; N(t - x) = j\} = \sum_{k=1}^{i} P\{L_1 + \cdots + L_k > t - x; L_1 + \cdots + L_{k-1} \leq t - x; N(t - x) = j - (i - k)\}
\]

\[
= \sum_{k=1}^{i} Q_{j-(i-k)}(t-x) * B^{(k-1)}(t-x) dG(x), \quad j \geq 1, \tag{A.2}
\]

where \( Q_j(t) = 0 \) if \( j \leq 0 \), "*" denotes the convolution. Substituting equation (A.2) into equation (A.1), it gets

\[
Q_j(t) = G(t) \frac{(\lambda t)^{j-1}}{(j-1)!} e^{-\lambda t} + \sum_{i=1}^{\infty} \int_0^t \frac{(\lambda x)^i}{i!} e^{-\lambda x} \sum_{k=1}^{i} Q_{j-(i-k)}(t-x) * B^{(k-1)}(t-x) dG(x), \quad j \geq 1. \tag{A.3}
\]

The Laplace transform of equation (A.3) is given by

\[
q_j^*(s) = \int_0^\infty e^{-st} G(t) \frac{(\lambda t)^{j-1}}{(j-1)!} e^{-\lambda t} dt + \sum_{i=1}^{\infty} \sum_{k=1}^{i} q_{j-(i-k)}^*(s) b^{k-1}(s) \int_0^t \frac{(\lambda t)^i}{i!} e^{-(s+\lambda)x} dG(x)
\]

\[
= \int_0^\infty e^{-st} G(t) \frac{(\lambda t)^{j-1}}{(j-1)!} e^{-\lambda t} dt + \sum_{k=1}^{\infty} b^{k-1}(s) \sum_{i=k}^{j-1} q_{j-(i-k)}^*(s) \int_0^t \frac{(\lambda t)^i}{i!} e^{-(s+\lambda)x} dG(x)
\]

\[
= \int_0^\infty e^{-st} G(t) \frac{(\lambda t)^{j-1}}{(j-1)!} e^{-\lambda t} dt + q_0^*(s) \left\{ g(s + \lambda - \lambda b(s)) - g(s + \lambda) \right\}
\]

\[
+ \frac{q_{j-1}^*(s)}{b'(s)} \left\{ g(s + \lambda - \lambda b(s)) - \sum_{i=0}^{j-2} \int_0^\infty e^{-(s+\lambda)t} \frac{[\lambda b(s)t]^i}{i!} dG(t) \right\} + \cdots
\]

\[
+ q_1^*(s) \left\{ g(s + \lambda - \lambda b(s)) - \sum_{i=0}^{j-1} \int_0^\infty e^{-(s+\lambda)t} \frac{[\lambda b(s)t]^i}{i!} dG(t) \right\}, \quad j \geq 1. \tag{A.4}
\]
Noting $b(s) = g(s + \lambda - \lambda b(s))$, it yields the conclusion given by Lemma 2.9. □
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