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Abstract. In this paper, we propose a theoretical framework that combines econometric and multiobjective programming methodologies to help researchers to identify and achieve optimal solutions to socio-economic and management problems. Sometimes, it is important to analyse which combination of values of the explanatory variables -in an econometric model- would imply the simultaneous achievement of the best values of the response variables. In such situations, if certain degree of conflict is observed among the response variables, we propose to formulate a multiobjective optimization problem based on the conclusions obtained from a regression analysis. Subsequently, the application of multiobjective optimization techniques allows gaining a better insight about the conflicting relation between the response variables, and how a balanced “optimal” situation among them could be achieved. This piece of information can be hardly extracted just by econometric techniques. An application in the field of economics of education, related to the analysis of the students’ well-being as a way to improve their academic performance, demonstrates the potential of our proposal.
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1. Introduction

Broadly speaking, econometrics aims at giving empirical quantitative content to economic models, in order to forecast how some variables would be affected depending on the changes in some others. In other words, we estimate econometric models to quantify and verify predictions from economic theories -and other related fields- by means of regression analysis, which studies the relationship existing between the (endogenous) response variable/s and the (exogenous) explanatory variable/s. When the phenomenon studied is analysed through several response variables, the econometric analysis may reveal the existence of certain degree of conflict among them, in the sense that the most desired values observed in the data for some of the response variables may be associated only with a worsening of others, and \textit{vice versa}. This can be observed, \textit{e.g.} by means of the
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Descriptive statistics of the response variables. However, this type of analysis cannot give much more insights than the conflicting nature of the variables, to the extent that it cannot explain how to attain “optimal” values simultaneously for all the response variables of the phenomenon under research. In such a situation, the application of multiobjective optimization techniques in conjunction with econometric techniques can enable us to obtain very valuable information.

Multiobjective optimization is intended at solving problems arising in fields such as e.g. economics, management, industry or engineering, in which several conflicting criteria (modelled through objective functions) must be optimized (maximized or minimized). The feasible set of alternatives (solutions) is determined by the set of constraints modelling the situation studied taking into account the observed data. Because of the conflicting nature of the criteria, it is not possible “in most of the cases” to find a single solution at which all the objectives are optimized simultaneously and, thus, the so-called Pareto optimal or efficient solutions are identified. At these solutions, no objective function can be improved without worsening, at least, one of the others.

Under this scope, in this paper, we propose a theoretical framework that combines econometric and multiobjective optimization techniques to help researchers and/or decision makers to have a more precise view and a better knowledge of the phenomenon under scrutiny. The framework suggested involves two stages. Firstly, an econometric analysis has to be conducted in order to find and estimate relationships between the explanatory and the response variables considered. These relations can be obtained by means of different models, such as linear, polynomial, exponential, etc. It is important to detect if a conflict exists among the response variables in this econometric study, since this will support the analysis of the problem from a multiobjective optimization point of view. Secondly, we suggest building a multiobjective optimization problem from the econometric analysis previously done, making use of the correlations found among the variables. To be more precise, the regressions and correlations are used to formulate the objective functions and to delimit the set of realistic values for the explanatory variables through constraints. The idea is to gain some knowledge about the conflicting relation existing among the response variables. By applying different multiobjective optimization techniques, we can reach some findings about the type of solutions that are feasible, about the sacrifices among the objectives (trade-offs) needed to attain a desirable “optimal” solution, and so on.

The main purpose of the framework proposed is to allow practitioners and decision makers1 to obtain further information about the values of the explanatory variables that would permit to achieve compromise optimal values of the response variables simultaneously in the future. These optimal values will be obtained based on the expectations of the decision makers about a hypothetical desirable situation regarding the phenomenon under scrutiny. In particular, the conclusions extracted can be used to disentangle to which extent we can determine strategies that make the explanatory variables reach certain values improving the response variables as much as possible. This can be of great interest in several situations. For example, when researchers desire to know if there exists a combination of values for the explanatory variables that would make all the response variables to achieve their “best possible” values at the same time. Besides, if they want to investigate how to influence the explanatory variables to make the response ones to attain certain specific values that are desirable and relevant according to the data observed. In addition, this framework is useful to investigate how sensitive these “optimal” response variable values may be to small variations in the explanatory variable values. Furthermore, we can foresee the impact of giving more importance to the improvement of some of the response variables, having information about the sacrifice required in the values achieved by the others. Note that these findings can be hardly obtained just by econometric techniques.

To the best of our knowledge, few previous works have considered a similar mixed econometric-multiobjective optimization procedure. Spivey and Tamura [27] combined econometrics and the multiobjective optimization technique known as goal programming for dealing with problems of policy formulation and decision making, but just a preference function was optimized subject to a set of econometric constraints. In [30], a multiobjective optimization method to study an econometric model of macroeconomics policy in Finland was applied. In [20], a linear mixed integer multiobjective optimization problem was built from an econometric model to study the

---

1In the context of this paper, we refer by decision maker to the analyst, researcher, econometrician or policy maker that is interested in analyzing a socio-economic problem from both the econometric and the multiobjective optimization points of view.
satisfaction level of Spanish workers and they identified the profile of an “ideal” (optimal) satisfied Spanish worker. In [18], a multiobjective optimization approach was obtained from the econometric analysis of the education outcomes of students, with the aim of researching the educational inputs that may be affected to achieve an optimum balanced performance of students in reading, mathematics and English courses. Also, [21] investigated the potential balance between some teacher characteristics, particularly teachers’ satisfaction and different measures of their pupils’ performance, in order to optimize some Spanish educational system outputs. More recently, in [11], a multiobjective interval model was proposed, based on the results of an econometric estimation, to explore the trade-offs among different dimensions of job satisfaction. González-Fernández et al. [10] used a similar procedure, involving an econometric analysis and an application of goal programming, to study the profile of the most profitable insurers. Later, [12] applied interval multiobjective optimization techniques jointly to regression analysis to shed some light about the compromises of specific aspects of workers’ personal and working conditions in different scenarios.

As said, there are several works available in the literature that apply a mixed econometric and multiobjective optimization methodology. However, the aforementioned articles were focused on specific socio-economic problems and, therefore, applied this methodology ad-hoc for each specific problem. Instead, in this paper, we generalize the combination of both techniques to a framework for a generic socio-economic problem and we identify general features and steps to be followed to combine both techniques. Indeed, our theoretical framework enables a more flexible and general formulation than the models considered in these previous works. In addition to formulating the linear case theoretically, the non-linear case is also considered in our proposal, allowing the use of non-linear regressions if needed. We also go a step further in the linear case and we formulate more realistic models that consider confidence intervals for the coefficients of the objective functions.

In order to show the potential of our framework, we describe an illustrative example related to economics of education. Specifically, we apply our proposal to a problem aimed at analysing the levels of well-being of students in secondary school by means of a set of indicators. The purpose is to identify the factors of the educational context that would enable to achieve the best possible levels of these indicators in the future, in order to formulate educational policies that promote an increase of the students’ well-being, as a way to enhance their academic performance. In this example, a reference point-based methodology is applied to solve the multiobjective optimization problem built from the econometric analysis carried out, and interesting findings are concluded.

The rest of this paper is organised as follows. Section 2 provides the basic concepts and notations of econometrics and multiobjective optimization. The theoretical framework proposed is described in Section 3. Next, Section 4 discusses some multiobjective optimization techniques that can be used for solving the resulting problem. We demonstrate the potential of our proposal using the illustrative example about the students’ well-being in Section 5. Finally, the main contributions of this paper are summarized in Section 6.

2. BACKGROUND

2.1. Econometrics

Let us assume that we are studying a phenomenon and we want to find dependence relations of a set of response variables, denoted by $y_j$ for $j = 1, \ldots, m$, with respect to a set of explanatory variables, referred to as $x_i$ for $i = 1, \ldots, k$. For a sample of $n$ observational data, each vector of explanatory variables is associated with a vector of response variables as follows:

$$(x_1(r), \ldots, x_k(r)) \rightarrow (y_1(r), \ldots, y_m(r)), \quad \text{for } r = 1, \ldots, n.$$  

In order to study the dependency among them, an econometric analysis can be carried out by estimating a regression model in which the response variables are regressed on the explanatory variables. Let us consider a general regression model formulated as follows:

$$y_j = \tilde{y}_j(x_1, \ldots, x_k) + \epsilon_j, \quad \text{for } j = 1, \ldots, m,$$  

(2.1)
where \( \hat{y}_j \) is the predicted value of the response variable \( y_j \), which is a function of the explanatory variables \( x_1, \ldots, x_k \), and \( \epsilon_j \) is a random disturbance (inherently unobservable and generally assumed to be normally distributed). Observe that the parameter \( r \), which denotes the observation number, has been deleted in the variables \( x_1, \ldots, x_k \) and \( y_1, \ldots, y_m \) to simplify the notation. For \( j = 1, \ldots, m \), the functions \( \hat{y}_j \), referred to as predictors of the response variables, can be e.g. linear, polynomial, exponential, etc., depending on the nature of the data and the model considered. For example, in the linear case, they are given by the following formulation:

\[
\hat{y}_j = \hat{\alpha}_j + \hat{\beta}_j^1 x_1 + \cdots + \hat{\beta}_j^k x_k, \quad \text{for} \quad j = 1, \ldots, m,
\]

where \( \hat{\beta}_j^i = (\hat{\beta}_j^1, \ldots, \hat{\beta}_j^k)^T \) is the vector of regression coefficients (slopes) and \( \hat{\alpha}_j \) is an estimated population intercept. The regression coefficients can be estimated by means of any suitable methodology, such as e.g. ordinary least squares regression.

### 2.2. Multiobjective optimization

In general, a multiobjective optimization problem [9,23] can be formulated as:

\[
\begin{align*}
\max & \quad \{ f_1(\mathbf{x}), f_2(\mathbf{x}), \ldots, f_m(\mathbf{x}) \} \\
\text{subject to} & \quad \mathbf{x} \in X,
\end{align*}
\]

(2.2)

where \( f_j : \mathbb{R}^k \to \mathbb{R} \) with \( j = 1, \ldots, m \) are the conflicting objective functions to be optimized simultaneously over the feasible set \( X \subset \mathbb{R}^k \), constituted by the feasible decision vectors \( \mathbf{x} = (x_1, \ldots, x_k)^T \). Their images in the objective space, given by \( \mathbf{f(x)} = (f_1(\mathbf{x}), \ldots, f_m(\mathbf{x}))^T \) for any \( \mathbf{x} \in X \), are referred to as objective vectors and form the so-called feasible objective region \( Z = \mathbf{f(X)} \subset \mathbb{R}^m \).

Finding a single solution optimizing all the criteria at the same time is usually impossible in most of the cases because of the conflict degree among the objectives, but the so-called efficient or Pareto optimal solutions do exist instead. A decision vector \( \mathbf{x}^0 \in \mathbb{R} \) is said to be efficient or Pareto optimal for problem (2.2) if there does not exist any other vector \( \mathbf{x} \in X \) such that \( f_j(\mathbf{x}^0) \leq f_j(\mathbf{x}) \) for every \( j = 1, \ldots, m \), and \( f_i(\mathbf{x}^0) < f_i(\mathbf{x}) \) for at least one index \( i \). The corresponding objective vector \( \mathbf{f(x^0)} \) is called a Pareto optimal objective vector. All efficient solutions form the Pareto optimal set in the decision space (\( E \)) and the Pareto optimal front in the objective space (\( \mathbf{f(E)} \)).

Usually, there exist more than one Pareto optimal solution, so it is useful to know the ranges of the objective functions in the Pareto optimal front. On the one hand, the lower bounds are set by the nadir vector \( \mathbf{z}^\text{nadir} = (z_1^\text{nadir}, \ldots, z_m^\text{nadir})^T \), where \( z_j^\text{nadir} = \min_{\mathbf{x} \in E} f_j(\mathbf{x}) \) for all \( j = 1, \ldots, m \), while the upper bounds are given by the ideal vector \( \mathbf{z}^* = (z_1^*, \ldots, z_m^*)^T \), where \( z_j^* = \max_{\mathbf{x} \in S} f_j(\mathbf{x}) = \max_{\mathbf{x} \in E} f_j(\mathbf{x}) \) for all \( j = 1, \ldots, m \). In practice, the ideal nadir point is usually approximated since its computation is difficult as the set \( E \) is unknown [14]. Both the ideal and nadir vectors are frequently used to normalize the objective functions (e.g. by dividing each objective by the difference of its corresponding ideal and nadir values).

### 3. A THEORETICAL ECONOMETRIC-MULTIOBJECTIVE OPTIMIZATION FRAMEWORK

By studying the regression model, noteworthy relations and dependencies between the different explanatory and response variables can be identified, which in turn may provide some interesting conclusions about the phenomenon under research. But, in econometrics, sometimes it is valuable to discuss and analyse how “the best values” for the response variables could be achieved simultaneously, if possible, considering all the feasible values that the explanatory variables can take (not only the values observed in the sample). This is the main purpose of the combined methodology proposed here. The information obtained in this way may enable supporting bad or good decisions taken regarding the phenomenon under study, by the identification of key factors concerning the explanatory variable values that would allow the simultaneous achievement of such desired “optimal” response variable values.
To shed some light in this regard, if the data indicate the existence of certain degree of conflict among the response variables, we can formulate a multiobjective optimization problem using the econometric estimations. The conflicting nature of the response variables can be revealed by an analysis of their descriptive statistics, which may evidence the achievement of potential good values for some variables at the expense of a sacrifice in the others. Once the multiobjective optimization problem is built, interesting findings can be extracted depending on the purpose of the study. Actually, decision makers -researchers or politicians involved in the study- can indicate their preferences about certain features of the phenomena studied, which can be used to determine Pareto optimal solutions fitting “as much as possible” the expectations expressed through these preferences. Furthermore, information about which policies should be followed in order to achieve certain goals -in the future- for the response variables can be provided to the decision makers, by means of the study of the values needed in the explanatory variables for reaching such potential “optimal” values in the response variables. Overall, the main novelty of this post-econometric study is that the type of information obtained with multiobjective optimization approaches can be hardly reached just by the analysis of the problem from the econometric point of view.

Next, we describe in details how to apply the theoretical framework to combine econometrics and multiobjective optimization. It consists of two stages: the first one comprises the econometric analysis of the socio-economic phenomenon under study, while, in the second one, a multiobjective optimization problem is built and studied.

3.1. First stage

At the first stage, an econometric analysis of the socio-economic problem considered is performed to estimate the response variables based on the explanatory variables as in equation (2.1), giving rise to predictors \( \hat{y}_j(x_1, \ldots, x_k) \) of the response variables \( (j = 1, \ldots, m) \). As previously said, these estimations can be obtained using different models, such as linear, polynomial, exponential, etc.

A detailed analysis of the regression model must be carried out in order to detect statistically significant correlations among the variables showing clear dependencies among them. Actually, to be able to apply our proposal, there must exists some degree of conflict among the response variables, in the sense that an improvement of some of them needs to imply a sacrifice in some of the others. It is important to detect that this conflicting nature exists among the response variables, since this will support the analysis of the problem considered from a multiobjective optimization point of view.

In addition, the possible correlations among the explanatory variables must be studied to identify possible dependencies between them, according to the data considered. As explained hereafter in the second stage, these dependencies will allow us to define the feasible variable values taking into account only realistic and meaningful values based on the dataset used.

3.2. Second stage

The second stage consists of the formulation of a multiobjective optimization problem based on the econometric analysis. To this aim, we define the decision variables, the constraints and the objective functions as follows.

3.2.1. Decision variables

The explanatory variables \( x_1, \ldots, x_k \) considered as key variables of interest in the econometric model (i.e. significant as regressors of the response variables) constitute the decision variables of the multiobjective optimization problem (we also denote them by \( x_1, \ldots, x_k \) to simplify the notation). Depending on the situation studied, the explanatory variables can be continuous, integer or binary, so the decision variables will have the same nature.

Special care must be taken when binary categorical variables are included as regressors -to represent attributes- in the econometric model. In such a situation, a reference variable is normally introduced to control any possible scenario regarding the attribute considered and, usually, this reference variable is assumed to equal 1 if the rest of the binary categorical variables are 0. In the multiobjective optimization problem, the
reference variables associated to binary categorical variables are never considered as decision variables. Instead, the possible values that these binary categorical variables can take will be controlled by means of constraints, as explained hereafter.

### 3.2.2. Constraints

Next, the feasible set of the problem is built (through a set of constraints), taking into account both the meaning of the explanatory variables and the econometric analysis undertaken in the first stage.

On the one side, in the presence of binary categorical variables, some technical constraints may be required to control two types of situations. Firstly, it may be needed to ensure that some binary categorical variables do not simultaneously take the value 1. For example, if the variables with sub-indexes in the subset \( H \in \{1, \ldots, k\} \) cannot equal 1 at the same time, a constraint as \( \sum_{i \in H} x_i = 1 \) can be included into the multiobjective optimization problem. Secondly, it may be necessary to avoid the consideration of reference variables as decision variables, in case a reference variable is assigned to a group of binary categorical variables, as above-mentioned.

In this case, instead of an equality constraint as the previous one, an inequality constraint as \( \sum_{i \in H} x_i \leq 1 \) can be introduced into the problem. To sum up, if \( TC^E \) and \( TC^I \) are the total number of equality and inequality technical constraints needed, respectively, and \( \{H_1, \ldots, H_{TC^E}\} \) and \( \{H_1, \ldots, H_{TC^I}\} \) are the subsets of binary categorical variables of the econometric model whose values need to be controlled, the technical constraints that will be considered in the problem are:

\[
g_h^E(x_1, \ldots, x_k) = \sum_{i \in H_h} x_i - 1 = 0, \quad \text{for} \quad h = 1, \ldots, TC^E, \tag{3.1}
\]

\[
g_h^I(x_1, \ldots, x_k) = \sum_{i \in H_h} x_i - 1 \leq 0, \quad \text{for} \quad h = 1, \ldots, TC^I. \tag{3.2}
\]

On the other side, other constraints need to be introduced in order to define the feasible set in a realistic way, assuring that only meaningful and sufficiently realistic values of the decision variables are possible according to the observational data considered. Note that there may exist explanatory variables showing strong dependencies whose values could not be set independently in the problem. These variables need to be controlled by bound constraints, which could be built from the regression analysis by means of the correlation coefficients and the confidence intervals. Therefore, in the first stage, a correlation analysis must be carried out to select highly significant joint variances and to build up confidence intervals (for the probability \( p \) desired, which is usually at least 95%). For example, if we assume that the correlation coefficient calculated in the first stage among two variables, \( x_s \) and \( x_t \) with \( s, t \in 1, \ldots, k \) and \( s \neq t \), is statistically significant but not enough to be dropped one of them out\(^2\), then \( x_s \) can be approximated using \( x_t \) as follows:

\[
x_s = \hat{a} \cdot x_t + \hat{b} \quad \text{with} \quad \hat{a} \in [\hat{a}_l, \hat{a}_u] \quad \text{and} \quad \hat{b} \in [\hat{b}_l, \hat{b}_u], \tag{3.3}
\]

where \([\hat{a}_l, \hat{a}_u]\) and \([\hat{b}_l, \hat{b}_u]\) are the confidence intervals for the correlation coefficients \( \hat{a} \) and \( \hat{b} \), respectively, at the confidence level \( p \). Let us remark that linearity has been assumed among them for simplicity, although any other regression model can be used if desired. According to (3.3), the variable \( x_s \) can take only values between the following bounds:

\[
\hat{a}_l \cdot x_t + \hat{b}_l \leq x_s \leq \hat{a}_u \cdot x_t + \hat{b}_u.
\]

This provides us the following bound constraints, which assure that the dependence between \( x_s \) and \( x_t \) is considered in the model:

\[
x_s - (\hat{a}_l \cdot x_t + \hat{b}_l) \geq 0,
\]

\[
x_s - (\hat{a}_u \cdot x_t + \hat{b}_u) \leq 0.
\]

\(^2\)In other words, there is not strong multicollinearity.
In general, if we observe that the correlation coefficient among a variable \( x_s \) with respect to a subset of variables \( x_{t1}, \ldots, x_{tv} \), with \( s \notin \{ t1, \ldots, tv \} \), shows a statistically significant dependence at the certain confidence level \( p \), we can estimate \( x_s \) as a linear function of \( x_{t1}, \ldots, x_{tv} \):

\[
x_s = \hat{a}_1 \cdot x_{t1} + \cdots + \hat{a}_v \cdot x_{tv} + \hat{b}
\]

with \( \hat{a}_1 \in [\hat{a}^l_1, \hat{a}^u_1] \), \( \ldots \) \( \hat{a}_v \in [\hat{a}^l_v, \hat{a}^u_v] \),
and \( \hat{b} \in [\hat{b}^l, \hat{b}^u] \),

where the confidence intervals \( [\hat{a}^l_1, \hat{a}^u_1] \), \( [\hat{a}^l_v, \hat{a}^u_v] \) and \( [\hat{b}^l, \hat{b}^u] \) of \( \hat{a}_1, \hat{a}_v \) and \( \hat{b} \), respectively, explain the sample data at the confidence level \( p \). To allow only solutions whose values for \( x_s \) and \( x_{t1}, \ldots, x_{tv} \) are not independent one from each other, assuring that they are within the confidence interval at the level \( p \), the following two bound constraints will be introduced into the problem:

\[
\begin{align*}
x_s - (\hat{a}^l_1 \cdot x_{t1} + \cdots + \hat{a}^l_v \cdot x_{tv} + \hat{b}^l) & \geq 0, \\
x_s - (\hat{a}^u_1 \cdot x_{t1} + \cdots + \hat{a}^u_v \cdot x_{tv} + \hat{b}^u) & \leq 0.
\end{align*}
\]

Similarly, other non-linear relationships existing among the variables may imply the introduction of other constraints into the multiobjective optimization problem. Then, in general, if we assume that a statistically significant non-linear dependency is observed between a variable \( x_s \) with respect to \( x_{t1}, \ldots, x_{tv} \), with \( s \notin \{ t1, \ldots, tv \} \), as follows:

\[
x_s = \tilde{h}_s(x_{t1}, \ldots, x_{tv}) + \hat{c}_s,
\]

where \( \tilde{h}_s \) is a non-linear function of the variables \( x_{t1}, \ldots, x_{tv} \) and the constant term \( \hat{c}_s \) is within a confidence interval \( [\hat{c}^l_s, \hat{c}^u_s] \) at a level \( p \), we can formulate the following constraints to generalize the ones given for the linear case:

\[
\begin{align*}
x_s - (\tilde{h}_s(x_{t1}, \ldots, x_{tv}) + \hat{c}^l_s) & \geq 0, \\
x_s - (\tilde{h}_s(x_{t1}, \ldots, x_{tv}) + \hat{c}^u_s) & \leq 0.
\end{align*}
\]

To group this type of constraints (linear and non-linear), let us denote by \( IC \) the total number of explanatory variables \( x_s \) that show a statistically significant dependence with respect to several explanatory variables \( x_{t1}, \ldots, x_{tv} \), with \( s \notin \{ t1, \ldots, tv \} \). Then, the constraints built as above-explained can be formulated as follows, with \( s = 1, \ldots, IC \):

\[
\begin{align*}
h_{2s-1}(x_1, \ldots, x_k) &= (\tilde{h}_s(x_{t1}, \ldots, x_{tv}) + \hat{c}^l_s) - x_s \leq 0, \\
h_{2s}(x_1, \ldots, x_k) &= x_s - (\tilde{h}_s(x_{t1}, \ldots, x_{tv}) + \hat{c}^u_s) \leq 0.
\end{align*}
\]

For example, in the above-described linear case, for \( s = 1, \ldots, IC \), the constraints (3.4) and (3.5) would be given by:

\[
\begin{align*}
h_{2s-1}(x_1, \ldots, x_k) &= (\hat{a}^l_1 \cdot x_{t1} + \cdots + \hat{a}^l_v \cdot x_{tv} + \hat{b}^l) - x_s \leq 0, \\
h_{2s}(x_1, \ldots, x_k) &= x_s - (\hat{a}^u_1 \cdot x_{t1} + \cdots + \hat{a}^u_v \cdot x_{tv} + \hat{b}^u) \leq 0.
\end{align*}
\]

With all these constraints, we avoid solutions that do not fit the reality of the phenomenon studied according to the observational data available. As can be seen, the reliability of the feasible set obtained in this way depends on the rigour of the correlation analysis carried out in the first stage. Therefore, it is important to perform a detailed analysis of the dependency among the explanatory variables in the first stage, before formulating the multiobjective optimization problem in the second stage of the framework.
3.2.3. Objective functions

The purpose of the multiobjective optimization problem is to optimize all the response variables at the same time. Since the econometric study has allowed us to express the response variables as predictor functions of the explanatory variables, the objective functions of the problem, denoted by \( f_j(x_1, \ldots, x_k) \) for \( j = 1, \ldots, m \), are formulated using the expected value \( \hat{y}_j \) of each response variable \( y_j \) obtained through the econometric model:

\[
f_j(x_1, \ldots, x_k) = \hat{y}_j(x_1, \ldots, x_k), \quad \text{for} \quad j = 1, \ldots, m.
\]

3.2.4. The multiobjective optimization model

Therefore, if we denote the vector of decision variables by \( \mathbf{x} = (x_1, \ldots, x_k)^T \), the multiobjective optimization problem built in the second stage can be defined as follows\(^3\), according to the objective functions given in (3.6) and the constraints in (3.1)–(3.5):

\[
\begin{align*}
\max & \quad \{ \hat{y}_1(\mathbf{x}), \hat{y}_2(\mathbf{x}), \ldots, \hat{y}_m(\mathbf{x}) \} \\
\text{subject to} & \quad g^E_h(\mathbf{x}) = 0, \quad \text{for} \quad h = 1, \ldots, \text{TC}^E, \\
& \quad g^I_h(\mathbf{x}) \leq 0, \quad \text{for} \quad h = 1, \ldots, \text{TC}^I, \\
& \quad h_s(\mathbf{x}) \leq 0, \quad \text{for} \quad s = 1, \ldots, 2 \cdot \text{IC}, \\
& \quad l_i \leq x_i \leq u_i, \quad \text{for} \quad i = 1, \ldots, k,
\end{align*}
\]

(3.7)

where \( l_i \) and \( u_i \) are lower and upper bounds for each variable \( x_i \) (\( i = 1, \ldots, k \)), respectively, which can be set according to the observational data.

In particular, if all the objective functions are linear and all functions \( h_s(\mathbf{x}) \) of the constraints (3.4) and (3.5) are also linear, for \( s = 1, \ldots, 2 \cdot \text{IC}, \) problem (3.7) would be a linear mixed integer multiobjective optimization problem\(^4\). Furthermore, in the linear case, it is possible to go a little further to better reflect the reality of the data in our model. To formulate the objective functions, we can use the confidence intervals of the coefficients \( \hat{\alpha}^j, \hat{\beta}^I_{ji}, \ldots, \hat{\beta}^E_{jk} \), reflecting the desired percentage \( p \) of the observational data (usually, at most, 95%). In this case, the objective functions \( \hat{y}_j \) will have the following form, for \( j = 1, \ldots, m \):

\[
\hat{y}^j(\mathbf{x}) = \hat{y}^j(x_1, \ldots, x_k) = [\alpha^L_j, \alpha^U_j] + [\beta^L_{jk}, \beta^U_{jk}] \cdot x_1 + \cdots + [\beta^L_{jk}, \beta^U_{jk}] \cdot x_k,
\]

where \([\beta^L_{jk}, \beta^U_{jk}]\) is the confidence interval for the estimated value of the coefficient \( \hat{\beta}_{ji} \), for every \( j = 1, \ldots, m, \) \( i = 1, \ldots, k \), and \([\alpha^L_j, \alpha^U_j]\) is the one for \( \hat{\alpha}^j \), for every \( j = 1, \ldots, m \), at the confidence level \( p \) desired. Then, problem (3.7) will be an interval multiobjective optimization problem as follows:

\[
\begin{align*}
\max & \quad \left\{ [\alpha^L_1, \alpha^U_1] + \sum_{i=1}^{k} [\beta^L_{1i}, \beta^U_{1i}] \cdot x_1 + \cdots + [\alpha^L_m, \alpha^U_m] + \sum_{i=1}^{k} [\beta^L_{mi}, \beta^U_{mi}] \cdot x_i \right\} \\
\text{subject to} & \quad g^E_h(\mathbf{x}) = 0, \quad \text{for} \quad h = 1, \ldots, \text{TC}^E, \\
& \quad g^I_h(\mathbf{x}) \leq 0, \quad \text{for} \quad h = 1, \ldots, \text{TC}^I, \\
& \quad h_s(\mathbf{x}) \leq 0, \quad \text{for} \quad s = 1, \ldots, 2 \cdot \text{IC}, \\
& \quad l_i \leq x_i \leq u_i, \quad \text{for} \quad i = 1, \ldots, k,
\end{align*}
\]

\(^3\)Without loss of generality, all the objectives (i.e. all the response variables) have been supposed to be maximized. In case any of them must be minimized, it can be transformed in the maximization form just by multiplying by “\(-1\)”.

\(^4\)A multiobjective optimization problem is linear if the objective functions and the functions which define the constraints are all linear. Besides, it is said to be mixed integer if it has continuous and integer (which can be binary) decision variables.
4. Solving the econometric-multiobjective optimization problem

There are plenty of techniques to solve the multiobjective optimization problem (3.7) formulated in the framework. Multiple Criteria Decision Making (MCDM) [9] and Evolutionary Multiobjective Optimization (EMO) [7] are two of the most active research fields in multiobjective optimization.

On the one hand, MCDM methods usually require preferential information from a decision maker to find a single solution, called the most preferred solution. Here, preferential information refers to information that the decision maker expresses about the conflicting objectives or information about the purpose of the study, such as e.g. marginal rates of substitution, surrogate values for trade-offs, selection of a solution among a set of solutions, classification of objective functions, and reference values or goals [23]. Depending on the moment when the preferences are considered into the solution process, MCDM methods are classified into a priori, a posteriori and interactive methods. Technically, many MCDM methods (such as reference point-based techniques, goal programming, compromise programming, generating techniques, etc.) scalarize the multiobjective optimization problem, which means that a single real-valued function is formulated taking into account the original objective functions and the preferential information given by the decision maker. The resulting scalarizing function is then minimized over the feasible set using an appropriate mathematical programming technique to find a Pareto optimal solution that fits the preferences considered as much as possible. For further details, see [17,23].

On the other hand, EMO algorithms work with a population of solutions and attempt to find a good approximation of the entire Pareto optimal front, achieving convergence and diversity by applying operators that simulate the natural evolution of the species, such as selection, crossover and mutation. In practice, EMO algorithms are able to handle problems of different nature, i.e. they can easily handle non-convex, non-differentiable or discontinuous objective functions, with binary and integer-valued variables. Furthermore, the so-called preference-based EMO algorithms incorporate some preferential information into the evolutionary algorithm in order to guide the search for new solutions towards the subset of the Pareto optimal front that best suits these preferences. For more information, see [5,7].

Focusing back at our contribution, depending on the kind of multiobjective optimization problem formulated in the second stage, and on the type of information that wants to be extracted in the study, the multiobjective optimization technique used to solve problem (3.7) must be selected carefully. For example, [27] applied goal programming to a policy problem. In [30], the multiobjective optimization problem was linear and two interactive methods based on local trade-offs were used for solving it. In [20], a linear mixed integer seven-objective optimization model was formulated and solved by means of a reference point-based technique to determine the profile of the most satisfied Spanish worker. In addition, they applied a combined goal programming reference point approach to identify policies that could increase workers satisfaction levels. The multiobjective optimization problems proposed in [18,21] were also linear and mixed integer, and its solution was found using a reference point-based approach, whose robustness was analyzed by means of a sensitivity analysis. Goal programming was applied in [10] to find which policies could be carried out to increase insurers’ results, using desirable targets for the objective functions. In [11,12], multiobjective interval programming models were formulated and solved by multiobjective interval programming techniques to disentangle the extent to which the correlations found may be affected.

Some of the aforementioned works obtained linear and quadratic multiobjective optimization problems which could be easily solved by classical MCDM techniques. However, when the regression models are non-linear and non-quadratic, the resulting problem has not so ideal features and other techniques such as e.g. EMO algorithms may be needed to solve it. Additionally, in the case that confidence intervals are considered for the linear case, it is necessary to apply techniques of interval multiobjective programming [26]. Nevertheless, the methodology used has to be chosen according to the characteristics of the problem and taking into account the purpose of the study being performed.

Whatever the solving technique is applied, it is important to understand the meaning of the Pareto optimal solution/s obtained in the context of the studied phenomenon. According to the formulation given in Section 3, each Pareto optimal solution of problem (3.7) gives values for the decision variables (i.e. the explanatory
variables) that imply the simultaneous achievement of “optimal” values for the objective functions \(i.e\). the response variables). That is, by obtaining a Pareto optimal solution, optimal values for the response variables can be identified (based on the data observed) and we can detect which explanatory variables have a great influence to reach such optimal values. Let us remark that, in the proposed framework, each Pareto optimal solution describes which combination of explanatory variable values must be promoted with policies and decisions if such “optimal” values of the response variables are desired to be achieved in the future.

4.1. Post-optimization and sensitivity analysis

After solving the multiobjective optimization problem, a post-optimization analysis of the results obtained can lead to wider findings than those provided just with the econometric analysis. We can study how sensitive the “optimal” response variable values are to small changes in the explanatory variable values. This post-optimization analysis may be carried out in multiple ways.

On the one hand, it is not correct to assume that the dependencies observed in the data will remain unchanged in the future and the relaxation of some of the constraints may help to understand the scope for some flexibility in terms of achievable targets. To this aim, a sensitivity analysis of the constraints of the multiobjective optimization problem proposed must be performed. Note that some of the constraints of the problem may be binding\(^5\) at the final solution, what means in practice that small variations in these constraints may greatly affect the results. Furthermore, if the binding constraints at the final solution are of the type (3.4) and (3.5), which are built from the regressions of the econometric analysis, the explanatory variables at the final solution are being forced to stay within the limits imposed by the observational data. Therefore, it is reasonable to allow certain violation degree of these constraints to study if better objective function values \(i.e\). response variable values) can be achieved if they are relaxed. Goal programming \([29]\) is probably a suitable multiobjective technique to study the so-called soft constraints which enable penalized violations of some of the original constraints. This post-optimisation analysis is especially useful to know the impact of a change of the explanatory variables on the different response variables, enabling us to have a better image of the possible future situation if certain decisions are made.

Besides, a sensitivity analysis of the final solution can help to check its robustness regarding some of the factors influencing in the definition of the problem. For example, if a method based on reference points is used, the robustness can be analysed by studying how the final solution would vary with respect to the reference values and/or weights used. This analysis strengthens the methodology used since it investigates the consistency of the results obtained.

In addition, some further remarks must be taken into account. As above-described, the multiobjective optimization problem (3.7) has been formulated from the econometric analysis. Note that, in some situations, there may exists one or several explanatory variables that may not be susceptible of change because of their nature, such as \(e.g\). age, education level of parents, and so on. Despite of their uncontrollable nature, these explanatory variables are considered as decision variables in the problem, and their values at the final solution must be understood as desirable or ideal values for them if we want to achieve the “best possible” response variable values.

Finally, it is important to clarify that the interaction with the decision maker in the framework proposed is not intended at just searching for a final solution to the problem (3.7). In comparison to the role of the analyst in econometrics -who is just in charge of analysing the data- here the decision maker interacts with the solution process by expressing her/his hopes and preferences with respect to the response variables (our objective functions). Apart from the optimal values obtained according to these preferences, this interaction aims at identifying which policies must be promoted or improved regarding the explanatory variables (decision variables) in order to achieve in the future such optimal values. Also, the final solution must be understood as a way to support and reinforce arguments obtained with the econometric analysis, such as expected values of

\(^5\)A constraint is \textit{binding} at a solution if the inequality is met with equality at this solution. Otherwise, it is said to be \textit{non-binding}.\]
the explanatory variables under certain scenarios, which may help to define meaningful and consistent policies for the future.

5. **ILLUSTRATIVE EXAMPLE**

In this section, we demonstrate an application of the methodology proposed. The phenomenon studied in this example is related to economics of education and it is briefly introduced in what follows.

5.1. **Introduction about the application problem**

Recently, the study of students’ well-being is receiving a great deal of attention because of its causal relation with the academic achievement of young people [22, 31]. High levels of well-being are related to students with positive and fulfilling life-experiences, while low levels of it may imply just the opposite. Furthermore, education is a key factor in the economic growth of any country [3], so improving the students’ well-being can be beneficial not only for the students themselves but also for the economy of the country.

To improve the students’ academic results by increasing their levels of well-being, on the one hand, it is important to decide which aspects of the students’ life enable us to quantify their levels of well-being [4]. Note that the concept of well-being is intrinsically multidimensional, consisting of several cognitive, psychological, social, and physical characteristics [15, 24]. Since 2015, the PISA report provides for some countries a complete set of well-being indicators, which are built according to the students’ answers to an additional questionnaire related to their well-being (for further information about the building process of these indexes, see [25]). From the available ones, we employ the following four indexes in our study: level of anxiety at school, student motivation, sense of belonging at school, and bullying. Several studies support the analysis of the well-being by means of these indicators (e.g. see [6, 13, 16, 28]).

In relation to these four well-being indicators, the student with the “ideal” well-being would be the one who achieves the best possible values for the four of them. Ideally, the anxiety and the bullying indicators must achieve the lowest levels, while the motivation and the sense of belonging at school indexes are desired to reach the highest values. Nevertheless, as it is shown later, achieving reasonably good levels of all the indicators at the same time is not a straightforward matter, because they are in conflict (according to the analysis described next). This conflicting nature makes it impossible to have an “ideal” student well-being who reaches the desirable optimum levels of the four well-being indicators simultaneously. Therefore, it would be worth to have information about the sacrifices to pay in some of the indexes to reach an improvement at some of the others (trade-offs).

Besides, it is also important to identify the significant variables of the teaching-learning environment that would allow achieving the best possible levels of the indicators. That is, we need to know how the best indicator values could be obtained simultaneously, and which these values are, in order to gain some knowledge about the optimal educational context that must be promoted to improve the students’ well-being. The factors used as key educational variables are related to socio-demographic features of the students, their abilities with the information and communication technologies (ICTs) and internet, and learning hours, among others. In our study, we have used personal and academic characteristics data of 15-year-old Spanish students from the PISA database corresponding to 2015.

Thus, the main purpose is to study and analyze which variables regarding the educational context are relevant, and which values should they get, in order to achieve, at the same time, acceptable levels of the indicators considered to quantify the well-being of students. By determining the profile of the student associated with the best indicator values, we can reach conclusions and we may identify policies that must be furthered by educational policy makers to improve the youngsters’ well-being in the future, as a way to increase their academic performance.

---

6 PISA is the OECD’s Programme for International Student Assessment, which measures 15-year-old students’ ability to use their reading, mathematics and science knowledge and skills to meet real-life challenges (http://www.oecd.org/pisa/).

7 We have replicated these indexes through factor analysis to obtain them for an extended sample of Spanish students, since PISA calculates them just for a reduced sample [25].
5.2. Application of the theoretical framework

Our theoretical framework can be applied to reach the desired information about the four well-being indicators (i.e., which optimum values they can attain simultaneously, and how these values can be obtained by means of the considered educational variables).

In the first stage of the framework, the econometric analysis will identify the relationships among the variables considered, and if they can be used to regress the well-being indicators through an econometric model. Actually, with a careful analysis of the regressions, we will also determine to which extent the four well-being indicators are in conflict. This will confirm that their optimal values are difficult to achieve simultaneously, and will justify the analysis of this socio-economic problem from a multiobjective optimization point of view.

Next, a multiobjective optimization problem will be formulated in the second stage, at which the predictors of the well-being indicators will define the objective functions to be optimized. Next, the application of multiobjective optimization techniques will allow us to gain some knowledge about the trade-offs existing between the four indicators. Based on this information, policy makers will be able to understand how the improvement of one indicator (anxiety, motivation, sense of belonging or bullying) may affect the performance of the others, enabling them to anticipate the impacts of the possible education policies on the students’ well-being.

5.2.1. First stage: Econometric analysis

Initially, let us statistically analyze the empirical information considered in this study, which comes from the database PISA 2015. In total, 32,330 15-year-old students from Spain participated in the assessment. Our analysis is focused on non-repeater students, and students enrolled in public and semi-private schools (private schools are not representative). Considering the missing data, the sample used was formed by 17,128 Spanish students.

All the information about the educational variables considered can be found in Table 1 and their descriptive statistics are given in Table 2. The data indicates that most of the students (69.5%) of our sample belongs to a public school, while only 30.5% comes from semi-private ones. The proportion of girls and boys and the date of birth are balanced. Indeed, on average, Spanish students use internet three hours per day outside school, and started using digital devices and internet at the ages of seven and eight, respectively. Furthermore, they spend about four hours per week studying math, and three hours per week reading at home.

Table 2 also shows the mean and standard deviation attained by the four well-being indicators, according to our data\(^8\). Remember that these indicators are composite indexes that synthesize students’ answers to different questions, so they do not have values with an understandable meaning. Nevertheless, what it is the most important to interpret their meaning is that the anxiety and the bullying indexes should achieve the lowest possible levels, while the motivation and the sense of belonging are desired to be as higher as possible.

As described in Section 3.1, the first step consists of an econometric analysis of the data. In order to observe the correlation between students’ well-being indicators and the different educational variables, we have estimated regression models – by ordinary least squares (OLS). To this aim, we consider as response variable the four well-being indicators \((y_1, y_2, y_3, y_4)\), while the explanatory variables are the educational variables given in Table 1 – denoted as \(x_j\), for \(i = 1, \ldots, 11\).

Then, if \(r\) represents the order of the students \((r = 1, \ldots, n, \text{ with } n = 17,128)\), the regression model obtained by OLS is defined as follows:

\[
\hat{y}_j(r) = \hat{\alpha}_j + \hat{\beta}_1^j \cdot x_1(r) + \hat{\beta}_2^j \cdot x_2(r) + \cdots + \hat{\beta}_{11}^j \cdot x_{11}(r) + \epsilon_j(r),
\]

where \(\hat{y}_j(r)\) estimates the response variable \(y_j(r)\), for \(j = 1, 2, 3, 4\), \(x_1(r), \ldots, x_{11}(r)\) are the set of explanatory variables for each student \(r\), \(\epsilon_j(r)\) is a random disturbance for the student \(r\), \(\hat{\beta} = (\hat{\beta}_1^1, \ldots, \hat{\beta}_{11}^1)^T\) is the vector of slope coefficients, and \(\hat{\alpha}_j\) a fixed but unknown population intercept (constant). Table 3 shows the estimated

---

\(^8\)Note that these indicators have been obtained through factor analysis and thus, they have a mean of 0 and a standard deviation equal to 1, approximately.
Table 1. Educational variables under scrutiny.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Notation</th>
<th>Description</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Socio-economic index</td>
<td>( x_1 )</td>
<td>Index of economic, social and cultural status</td>
<td>([-4.284,3.271])</td>
</tr>
<tr>
<td>Semi-private school</td>
<td>( x_2 )</td>
<td>Type of school (Semi-private 1 – public 0)</td>
<td>0 or 1</td>
</tr>
<tr>
<td>Period of birth:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second period</td>
<td>( x_3 )</td>
<td>Second period (April, May and June)</td>
<td>0 or 1</td>
</tr>
<tr>
<td>Third period</td>
<td>( x_4 )</td>
<td>Third period (July, August and September)</td>
<td>0 or 1</td>
</tr>
<tr>
<td>Fourth period</td>
<td>( x_5 )</td>
<td>Fourth period (October, November and December)</td>
<td>0 or 1</td>
</tr>
<tr>
<td>Girls</td>
<td>( x_6 )</td>
<td>Girls</td>
<td>0 or 1</td>
</tr>
<tr>
<td>Hours of internet outside school</td>
<td>( x_7 )</td>
<td>Amount of time (hours) students spend connected to the Internet during a typical week</td>
<td>([0,7])</td>
</tr>
<tr>
<td>Age at use of digital devices</td>
<td>( x_8 )</td>
<td>How old were you when you first used a digital device?</td>
<td>([4.5,14.5])</td>
</tr>
<tr>
<td>Age at use of internet</td>
<td>( x_9 )</td>
<td>How old were you when you first accessed the Internet?</td>
<td>([4.5,14.5])</td>
</tr>
<tr>
<td>Hours of math</td>
<td>( x_{10} )</td>
<td>This school year, approximately how many hours per week do you spend learning in addition to your required school schedule in math?</td>
<td>([0,30])</td>
</tr>
<tr>
<td>Hours of reading</td>
<td>( x_{11} )</td>
<td>This school year, approximately how many hours per week do you spend learning in addition to your required school schedule in reading?</td>
<td>([0,30])</td>
</tr>
</tbody>
</table>

coefficients of the significant variables for the four indicators, reporting also the standard deviations (in parentheses) and the significance levels for the estimated coefficients (respectively, the super-index *** means that the estimation is significant at 1%, ** significant at 5%, and * significant at 10%).

Regarding the results of the estimations, it can be seen that the socio-economic index has a negative effect in the anxiety index, supporting the idea that students with a higher socio-economic status tend to show lower levels of anxiety than those coming from more modest families. This variable affects positively to the motivation and sense of belonging indexes, both achieving higher levels as the socio-economic level increases. Concerning the fact of attending to a public or a semi-private school, the estimators reveal that students in public schools have a lower feeling of belonging and experience less bullying than those in semi-private schools. This shows a conflicting relation among the sense of belonging and the bullying indexes, at least regarding the type of school the students are enrolled: attending to a semi-private school implies an improvement for the sense of belonging index but a sacrifice regarding the bullying, while those students in public schools are expected to enhance the bullying index at the expense of a decrease of their sense of belonging.

Concerning the gender, our findings are consistent with other studies (see e.g. [19]) since the anxiety seems to achieve higher levels for girls than for boys. Usually, girls seem to feel more responsible than boys do and, therefore, studying and doing well causes them more anxiety. On the contrary, the motivation is revealed to be higher for boys than for girls, in line with e.g. [1]. Nevertheless, our results indicate that boys are more likely to be victims of bullying than girls. As a conclusion, we can state that girls suffer more anxiety and face less
Table 2. Descriptive statistic.

<table>
<thead>
<tr>
<th></th>
<th>Type</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Well-being indexes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety index</td>
<td>$y_1$</td>
<td>Continuous</td>
<td>0.036</td>
</tr>
<tr>
<td>Motivation index</td>
<td>$y_2$</td>
<td>Continuous</td>
<td>0.150</td>
</tr>
<tr>
<td>Sense of belonging index</td>
<td>$y_3$</td>
<td>Continuous</td>
<td>0.005</td>
</tr>
<tr>
<td>Bullying index</td>
<td>$y_4$</td>
<td>Continuous</td>
<td>$-0.032$</td>
</tr>
<tr>
<td><strong>Educational variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Socio-economic index</td>
<td>$x_1$</td>
<td>Continuous</td>
<td>$-0.289$</td>
</tr>
<tr>
<td>Semi-private school</td>
<td>$x_2$</td>
<td>Binary</td>
<td>0.305</td>
</tr>
<tr>
<td>Period of birth:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second period</td>
<td>$x_3$</td>
<td>Binary</td>
<td>0.248</td>
</tr>
<tr>
<td>Third period</td>
<td>$x_4$</td>
<td>Binary</td>
<td>0.261</td>
</tr>
<tr>
<td>Fourth period</td>
<td>$x_5$</td>
<td>Binary</td>
<td>0.240</td>
</tr>
<tr>
<td>Girls</td>
<td>$x_6$</td>
<td>Binary</td>
<td>0.533</td>
</tr>
<tr>
<td>Hours of internet outside school</td>
<td>$x_7$</td>
<td>Continuous</td>
<td>3.390</td>
</tr>
<tr>
<td>Age at use of digital devices</td>
<td>$x_8$</td>
<td>Continuous</td>
<td>7.349</td>
</tr>
<tr>
<td>Age at use of internet</td>
<td>$x_9$</td>
<td>Continuous</td>
<td>8.624</td>
</tr>
<tr>
<td>Hours of math</td>
<td>$x_{10}$</td>
<td>Continuous</td>
<td>4.542</td>
</tr>
<tr>
<td>Hours of reading</td>
<td>$x_{11}$</td>
<td>Continuous</td>
<td>3.666</td>
</tr>
</tbody>
</table>

bullying than boys, but they are less motivated than boys. Again, this indicates that the anxiety, the motivation and the bullying are conflicting, since when any of them improves its value, some of the others get worse values, at least within boys and girls.

Regarding the use of ICTs, the number of hours dedicated to internet at home is positively correlated with the anxiety, the sense of belonging and the bullying indexes, and seems to have a negative effect in the motivation. This reveals that using internet outside school during long periods: increases the levels of anxiety [16]; improves the belonging feeling to the school [2]; is associated with higher levels of bullying; and, finally, affects negatively the academic motivation of students [8]. All of this shows a clear conflict among the sense of belonging indicator and the rest of indicators, since this indicator gets better values when the other three achieve worse levels. In addition, the results suggest that, when students start using digital devices and internet at higher ages, the levels of anxiety tend to be higher. Indeed, students seem to be less (respectively, more) motivated if their first contact with a digital device happened when they were older (respectively, younger).

Finally, our estimations enable us to conclude that spending more time studying math and reading at home is related with higher levels of anxiety, which may be a negative effect of the responsibility these students impose themselves for reaching high scores. However, dedicating more time to study math is positively associated with the motivation and the sense of belonging, while students who spend more time reading are related to more bullying. Therefore, in relation to the time dedicated to studying math, a conflict is observed between the anxiety level and the motivation and sense of belonging indexes, given that the former is higher (respectively, lower) when the levels of the two latter increase (respectively, decrease).

As shown, our correlation analysis has corroborated that certain degrees of conflict do exist among the four well-being indexes. Remember that, ideally, the anxiety and bullying are desired to achieve the lowest levels (i.e. to be minimized), while the motivation and sense of belonging indexes should be as higher as possible (i.e. should be maximized). This conflicting nature justifies the application of a multiobjective optimization approach such as the one at the second stage of our framework, to extract further conclusions about the simultaneous achievement of optimal compromise values of the four indicators.

In general, when applying our framework to other scenarios, this is the most important information that needs to be found from the econometric analysis in the first stage. Note that having a conflict among the response
variables that are estimated must be guaranteed to study the problem from a multiobjective optimization perspective at the second stage.

5.2.2. Second stage: building a multiobjective optimization problem

Now, we are able to build the multiobjective optimization problem from the econometric analysis, as described in Section 3.2. In this problem, the decision variables are the explanatory variables of the econometric model (i.e. the variables in Tab. 1). To have a model adjusted as much as possible to the reality observed, the feasible set of possible solutions must be built taking into account the meaning of the variables and the findings of the econometric analysis, as said in Section 3.2.2. In this case, we need to add just one technical constraint in relation to the variables controlling the period of birth (i.e. $x_3, x_4, x_5$) to assure that only one of these three binary variables achieves the value 1:

$$g_1(x_1, \ldots, x_{11}) = x_3 + x_4 + x_5 - 1 \leq 0.$$ 

In addition, the problem must also consider some constraints formulated according to the strong dependencies observed in a linear regression analysis performed for all the possible combinations among the variables. As explained in Section 3.2.2, two bound constraints as the ones given in equations (3.4) and (3.5) are built with respect to the variables showing a significant correlation, using 95% confidence intervals. Overall, 10 constraints were obtained as (3.4) and (3.5) using the significant dependencies between the variables. The bounds of the
To the constraints (Section 3.2.2, this implies that two bound constraints as (3.4) and (3.5) are built as follows (which correspond each case. For simplicity, these constraints have been named as $C_i$ confidence intervals needed to build them are given in Table 4, where we also indicate the variables involved in each case. For simplicity, these constraints have been named as (C1) to (C10).

For the sake of clarity, an example is explained next to understand the information given in Table 4. In our analysis, the variable $x_7$ showed a significant dependence with respect to $x_1$ and $x_2$. A linear relation between them was observed as $x_7 = \hat{a}_1 \cdot x_1 + \hat{a}_2 \cdot x_2 + \hat{b}$, with the following confident intervals of the coefficients (at 95%): $\hat{a}_1 \in [\hat{a}_{1l}, \hat{a}_{1u}] = [-0.241, -0.132]$, $\hat{a}_2 \in [\hat{a}_{2l}, \hat{a}_{2u}] = [0.249, 0.452]$ and $\hat{b} \in [\hat{b}_l, \hat{b}_u] = [3.064, 3.232]$. According to Section 3.2.2, this implies that two bound constraints as (3.4) and (3.5) are built as follows (which correspond to the constraints (C1) and (C2) in Tab. 4):

$$h_1(x_1, \ldots, x_{11}) = (\hat{a}_1 \cdot x_1 + \hat{a}_2 \cdot x_2 + \hat{b}) - x_7 \leq 0, \quad \Rightarrow$$
$$h_2(x_1, \ldots, x_{11}) = x_7 - (\hat{a}_1 \cdot x_1 + \hat{a}_2 \cdot x_2 + \hat{b}) \leq 0. \quad \Rightarrow$$

All the information required to build these two constraints (the variables involved and the bounds of the confidence intervals) is summarized in the first two lines of Table 4. Similarly, the constraints (C3)–(C10) are defined with the rest of information provided in Table 4. Finally, we have used the minimum and maximum values attained by the variables according to our data (see Tab. 1) to define the lower and upper bounds of the variables provided in Table 5.

<table>
<thead>
<tr>
<th>Linear dependency</th>
<th>Constraints</th>
<th>$\hat{a}_1^l$</th>
<th>$\hat{a}_2^l$</th>
<th>$\hat{b}^l$</th>
<th>$\hat{a}_1^u$</th>
<th>$\hat{a}_2^u$</th>
<th>$b^u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_7 = \hat{a}_1 \cdot x_1 + \hat{a}_2 \cdot x_2 + \hat{b}$</td>
<td>$C_1$</td>
<td>-0.241</td>
<td>0.249</td>
<td>3.064</td>
<td>-0.132</td>
<td>0.452</td>
<td>3.232</td>
</tr>
<tr>
<td></td>
<td>$C_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_8 = \hat{a}_1 \cdot x_1 + \hat{a}_2 \cdot x_2 + \hat{b}$</td>
<td>$C_3$</td>
<td>-0.353</td>
<td>0.498</td>
<td>6.840</td>
<td>-0.245</td>
<td>0.758</td>
<td>7.064</td>
</tr>
<tr>
<td></td>
<td>$C_4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_9 = \hat{a}_1 \cdot x_1 + \hat{a}_2 \cdot x_2 + \hat{b}$</td>
<td>$C_5$</td>
<td>-0.394</td>
<td>0.304</td>
<td>8.233</td>
<td>-0.301</td>
<td>0.528</td>
<td>8.372</td>
</tr>
<tr>
<td></td>
<td>$C_6$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_{10} = \hat{a}_1 \cdot x_1 + \hat{a}_2 \cdot x_2 + \hat{b}$</td>
<td>$C_7$</td>
<td>0</td>
<td>0.230</td>
<td>4.193</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$C_8$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_{11} = \hat{a}_1 \cdot x_1 + \hat{a}_2 \cdot x_2 + \hat{b}$</td>
<td>$C_9$</td>
<td>-0.152</td>
<td>0.028</td>
<td>3.428</td>
<td>0.017</td>
<td>0.335</td>
<td>3.662</td>
</tr>
<tr>
<td></td>
<td>$C_{10}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Lower and upper bounds of the explanatory variables.

<table>
<thead>
<tr>
<th>Lower bound ($l_i$)</th>
<th>Variable</th>
<th>Upper bound ($u_i$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-4.728</td>
<td>$x_1$</td>
<td>3.271</td>
</tr>
<tr>
<td>0</td>
<td>$x_2$</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>$x_3$</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>$x_4$</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>$x_5$</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>$x_6$</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>$x_7$</td>
<td>7</td>
</tr>
<tr>
<td>4.5</td>
<td>$x_8$</td>
<td>14.5</td>
</tr>
<tr>
<td>4.5</td>
<td>$x_9$</td>
<td>14.5</td>
</tr>
<tr>
<td>0</td>
<td>$x_{10}$</td>
<td>30</td>
</tr>
<tr>
<td>0</td>
<td>$x_{11}$</td>
<td>30</td>
</tr>
</tbody>
</table>
Table 6. Pay-off matrix for the multiobjective optimization problem (5.2).

<table>
<thead>
<tr>
<th></th>
<th>Anxiety (EI₁)</th>
<th>Motivation (EI₂)</th>
<th>Sense of belonging (EI₃)</th>
<th>Bullying (EI₄)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal solution of EI₁</td>
<td>x₁*</td>
<td>-0.437</td>
<td>0.668</td>
<td>0.057</td>
</tr>
<tr>
<td>Optimal solution of EI₂</td>
<td>x₂*</td>
<td>-0.431</td>
<td>0.670</td>
<td>0.060</td>
</tr>
<tr>
<td>Optimal solution of EI₃</td>
<td>x₃*</td>
<td>-0.402</td>
<td>0.657</td>
<td>0.249</td>
</tr>
<tr>
<td>Optimal solution of EI₄</td>
<td>x₄*</td>
<td>-0.110</td>
<td>0.586</td>
<td>0.057</td>
</tr>
</tbody>
</table>

Finally, the objective functions of the model are the response variables (i.e. the well-being indicators \( y_j \), with \( j = 1, \ldots, 4 \)): anxiety (to be minimized), motivation (to be maximized), sense of belonging (to be maximized) and bullying (to be minimized). To formulate these objective functions, we use the regressions \( \hat{y}_j \) obtained in the first stage that approximate these indexes as functions of the explanatory variables \( x_i \) (see Eq. (5.1)). Therefore, using the coefficients \( \hat{\beta}_j^i \) and \( \hat{\alpha}_j^i \) given in Table 3 (\( j = 1, \ldots, 4, i = 1, \ldots, 11 \)), the four objective functions are given by:

\[
\text{EI}_j(x) = \text{EI}_j(x_1, \ldots, x_{11}) = \hat{y}_j(x_1, \ldots, x_{11}) = (\hat{\beta}_j^T x + \hat{\alpha}_j), \quad \text{for} \ j = 1, 2, 3, 4,
\]

where \( (\hat{\beta}_j^T) = (\hat{\beta}_1^j, \ldots, \hat{\beta}_{11}^j)^T \), \( x = (x_1, \ldots, x_{11})^T \) and \( \text{EI}_j(x) \) denotes the estimated value of the indicator \( y_j \) at solution \( x \).

Based on all this information, the multiobjective optimization problem to be solved is the following one:

\[
\begin{align*}
\min & \quad \{ \text{EI}_1(x), \text{EI}_4(x) \} \\
\max & \quad \{ \text{EI}_2(x), \text{EI}_3(x) \} \\
\text{subject to} & \quad g_1^T(x) \leq 0, \\
& \quad (C1) - (C10), \\
& \quad l_i \leq x_i \leq u_i, \quad \text{for} \ i = 1, \ldots, 11.
\end{align*}
\]

(5.2)

5.2.3. Solutions to the multiobjective optimization model

To have an initial idea about the trade-offs existing among the indicators, we have calculated their ideal values by individually optimizing each objective function over the feasible set, and this is the ideal vector obtained:

\[
z^* = (-0.437, 0.670, 0.249, -0.004)^T.
\]

The pay-off matrix shown in Table 6 displays the values of the four objective functions in each of their individual optima (for example, row 1 corresponds to the objective function values at the optimal solution for the anxiety index, row 2 shows the objective function values at the optimal solution for the motivation index, and so on). This matrix also demonstrates that there exists a conflict between each pair of functions, meaning that the Pareto optimal set is not limited to one solution. This also supports the analysis of the problem from a multiobjective optimization point of view. Indeed, observe that the values attained at \( x_1^*, x_2^* \) and \( x_3^* \) are quite far from the ideal value of the bullying indicator \((-0.004\)) and the same happens if we compare the sense of belonging index values at \( x_1^*, x_2^* \) and \( x_4^* \) with its ideal value \((0.249)\).

Let us recall that the aim of formulating and solving this multiobjective optimization problem is to find a compromise solution enabling to have balanced optimal values in the four well-being indicators, as a way to detect the educational context (i.e. the decision variable values) that would allow to achieve such “optimal”

---

Only the significant coefficients \( \hat{\beta}_j^i \) -in any of the indicators, at 1%, 5%, 10%- were included in the final formulation of the objective functions.
situation. To this end, we have applied a reference point-based approach to solve problem (5.2). In this approach, the achievement scalarizing function proposed in [32] is minimized over the feasible set of solutions, in order to find the closest Pareto optimal solution to a reference point composed of desirable reference values for the objective functions. Mathematically, it is assured that any Pareto optimal solution of the original multiobjective optimization problem can be found by minimizing this function over the feasible set, using the ideal vector as reference point [23]. Actually, it is also demonstrated that any Pareto optimal solution can be found when fixing the weight vector and varying the reference point [23]. We would like to clarify that we have chosen a reference point-based approach just to show how the problem obtained can be explicitly solved, but the solving technique must be selected according to the type of findings that want to be reached about the situation under scrutiny.

We have considered the ideal values as desirable potential reference levels (denoted by \(q_j\), for \(j = 1, \ldots, 4\)) of the four well-being indexes:

\[
q_1 = -0.437, \quad q_2 = 0.670, \quad q_3 = 0.249, \quad q_4 = -0.004.
\]

When applying the reference point-based approach, we have solved the differentiable formulation of the function proposed in [32], which is the following one for our problem (5.2):

\[
\begin{align*}
\min & \quad \alpha + \rho((\hat{\beta}^1)^T x + \hat{\alpha}^1 - q_1) + (q_2 - (\hat{\beta}^2)^T x - \hat{\alpha}^2) \\
& \quad \quad + \rho((q_3 - (\hat{\beta}^3)^T x - \hat{\alpha}^3) + ((\hat{\beta}^4)^T x + \hat{\alpha}^4 - q_4)) \\
\text{subject to} & \quad (\hat{\beta}^j)^T x + \hat{\alpha}^j - q_j \leq \alpha, \quad \text{for } j = 1, 4, \\
& \quad q_j - (\hat{\beta}^j)^T x - \hat{\alpha}^j \leq \alpha, \quad \text{for } j = 2, 3, \\
& \quad g_j(x) \leq 0, \\
& \quad (C1) - (C10), \\
& \quad l_i \leq x_i \leq u_i, \quad \text{for } i = 1, \ldots, 11. \quad (5.3)
\end{align*}
\]

In this formulation, \(\rho > 0\) is a so-called augmentation coefficient that assures the Pareto optimality of the solutions generated (we used \(\rho = 0.001\)). All the criteria are equally weighted, meaning that it is implicitly assumed that the achievement of all the reference values have the same importance for the decision maker. The Pareto optimal solution obtained (values of the decision variables and of the objective functions) when solving problem (5.3) can be seen in Table 7.

Regarding the well-being indicator values at this solution, we can observe that the anxiety has achieved a value (-0.437) very close to its ideal level -note that it is not exactly the same value since the sense of belonging at this solution gets a different value to the one at solution \(x^*_1\) (see Tab. 6). Mathematically, this means that the Pareto optimal solution which minimizes the distance to the ideal vector has been reached, and this solution is very close to \(x^*_1\) (the individual optimal solution for the anxiety index). In addition, the motivation index gets a value (0.668) near to its ideal level. Nonetheless, the other two indicators (sense of belonging and bullying) are further from their ideal values (0.162 and 0.133, respectively). Then, we can conclude that, if we desire to simultaneously reach values for the four indicators as close as possible to their ideal levels, the best results are attained when the anxiety level is minimum, at the expense of a high sacrifice in the sense of belonging and bullying.

Focusing on the values obtained for the decision variables, we can extract several conclusions regarding the profile of the student getting the best possible indicator values. This solution indicates that the student associated with this Pareto optimal solution is a boy, born in the third period of the year, who is enrolled in a public school. His socio-economic status is high (actually, it has the highest possible socio-economic index according to our database). This student started using digital devices and internet at the ages of five and seven, respectively. On average, he spends two hours using internet outside the school, around four hours studying.
Table 7. Solution to problem (5.3) for the multiobjective optimization problem (5.2).

<table>
<thead>
<tr>
<th>Decision variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Socio-economic index</td>
<td>$x_1$ 3.271</td>
</tr>
<tr>
<td>Semi-private schools</td>
<td>$x_2$ 0.000</td>
</tr>
<tr>
<td>Period of birth:</td>
<td></td>
</tr>
<tr>
<td>Second period</td>
<td>$x_3$ 0.000</td>
</tr>
<tr>
<td>Third period</td>
<td>$x_4$ 1.000</td>
</tr>
<tr>
<td>Fourth period</td>
<td>$x_5$ 0.000</td>
</tr>
<tr>
<td>Girls</td>
<td>$x_6$ 0.000</td>
</tr>
<tr>
<td>Hours of internet outside school</td>
<td>$x_7$ 2.274</td>
</tr>
<tr>
<td>Age at use of digital devices</td>
<td>$x_8$ 5.685</td>
</tr>
<tr>
<td>Age at use of internet</td>
<td>$x_9$ 6.943</td>
</tr>
<tr>
<td>Hours of math</td>
<td>$x_{10}$ 4.193</td>
</tr>
<tr>
<td>Hours of reading</td>
<td>$x_{11}$ 2.930</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Objective functions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety index</td>
<td>EI_1 $-0.437$</td>
</tr>
<tr>
<td>Motivation index</td>
<td>EI_2 0.668</td>
</tr>
<tr>
<td>Sense of belonging index</td>
<td>EI_3 0.162</td>
</tr>
<tr>
<td>Bullying index</td>
<td>EI_4 0.133</td>
</tr>
</tbody>
</table>

math, and three hours reading at home. If we compare the values for the variables $x_7, \ldots, x_{11}$ with their mean values (see Tab. 2), we observe that the “optimal” student invest less time using internet, studying math and reading than the average, and the starting ages for using digital devices and internet are both earlier than the average (according to our sample).

This information shows that, if we want to decrease the anxiety and the motivation among students as much as possible, policies must be devoted to decrease the time spent at home for doing homework, which will decrease the stress levels of the students. In addition, the use of internet and digital devices have been revealed to have an impact to get optimal levels for these two indicators, so it must be promoted that students get used with these competences at earlier ages. Observe that this conclusion fits with the fact that the digitalization of many aspects of the current society makes all people be as much formed and updated as possible with the use of ICTs. If students are not sufficiently qualified in this regard, they may suffer from higher levels of anxiety and their motivation may decrease due to a lack of self-esteem. A remedy for this may be to get in contact with ICTs at earlier ages in the future, as we have concluded. Nevertheless, achieving this optimal scenario for the anxiety and the motivation would require a sacrifice, since the students may have a lower feeling of belonging to the school, and bullying is far from its ideal level. Thus, policies should be formulated with caution, taking into account this to prevent that these two aspects of the students’ well-being may be deteriorated in excess.

6. Conclusion

A mixed econometric-multiobjective optimization framework as the one proposed in this paper can be very useful for researchers and/or decision makers to study many socio-economic or management problems. The main contribution is that it is possible to identify values for the explanatory variables, fitting the observational data considered, that allow the simultaneous achievement of optimal levels for the response variables considered.

The proposed methodology is especially suitable when certain conflict is observed among the response variables considered. Based on the regressions obtained in the econometric analysis, and making use of the correlations found among the variables (first stage), a multiobjective optimization problem is built, whose solutions can provide interesting conclusions about the phenomenon studied (second stage).
With the resulting information, decision makers can define policies to improve the explanatory variables as much as possible in order to simultaneously achieve optimal levels for the response variables. They may also investigate how the dependencies existing between the explanatory variables can be altered in the future in order to reach satisfactory optimal values of the response variables. Actually, we can foresee the impact at some of the response variables that may cause the achievement of desirable optimal levels for some other response variables. This type of information is impossible to obtain just by an econometric analysis of the problem, so the framework proposed here constitutes a very relevant research contribution.

Finally, an illustrative example of economy of education has shown the functionality and potential of this methodology. As shown, the application of our proposal shed some light for the development of educational policies to promote the students’ well-being, allowing to anticipate to the practical effects of improving the well-being indicators considered. We believe that the possibilities of implementing this methodological framework to other socio-economic contexts are immense and deserve future research work.

Acknowledgements. This work was supported by the Spanish Ministry of Science and Innovation (project PID2020-115429GB-I00), by the Andalusian Regional Ministry of Economy, Knowledge, Business and University (PAI group SEJ-532 and project UMA18-FEDERJA-024, also supported by FEDER funding), and by the University of Malaga (project B1-2020_18). Sandra Gonzalez-Gallardo is recipient of a research contract within “Ayudas para la Recualificación del Sistema Universitario Español, Modalidad Margarita Salas”, financiado por la Unión Europea – NextGenerationEU.

REFERENCES


