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Abstract. In this paper, we propose a short-step feasible full-Newton step path-following interior-point algorithm (IPA) for monotone linear complementarity problems (LCPs). The proposed IPA uses the technique of algebraic equivalent transformation (AET) induced by an univariate function to transform the centering equations which defines the central-path. By applying Newton’s method to the modified system of the central-path of LCP, a new Newton search direction is obtained. Under new appropriate defaults of the threshold $\tau$ which defines the size of the neighborhood of the central-path and of $\theta$ which determines the decrease in the barrier parameter, we prove that the IPA is well-defined and converges locally quadratically to a solution of the monotone LCPs. Moreover, we derive its iteration bound, namely, $O\left(\sqrt{n} \log \frac{\epsilon}{\tau} \right)$ which coincides with the best-known iteration bound for such algorithms. Finally, some numerical results are presented to show its efficiency.
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1. Introduction

After the seminal work of Karmarkar [25] for linear optimization (LO), interior-point methods revitalized as an active area of research in mathematical programming. Among them the class of path-following primal-dual IPAs deserved much more attention due to their polynomial complexity and their practical efficiency (see e.g., [2, 3, 7, 22, 23, 30, 34]). Determining a search direction plays an important role in IPAs. In the last decade, several types of search directions have been proposed. Some of them are based on the strategy of so-called self-regular and kernel barrier functions (see e.g., [4, 5, 8, 9, 33]). Meanwhile, others are based on the strategy of the AET technique applied to the centering equation of the system which characterizes the central-path. In 2003, Darvay [13], uses the AET technique based on the univariate function $\psi(t) = \sqrt{t}$ for LO. By means of this function, a new type of Newton direction is obtained and the best iteration bound for feasible short-step IPAs is derived. This method was extended successfully to convex quadratic optimization (CQO) and monotone LCP by Achache (see e.g., [1–3]), semidefinite optimization (SDO) and second-order cone optimization (SCOP) by Wang and Bai [35,36]. Besides, Kheirfam and Haghighi [28] investigated the AETs based on the function $\psi(t) = \sqrt{\frac{t}{2(1+\sqrt{t})}}$ to solve $P_\kappa(\kappa)$-LCPs, where the best iteration bound is achieved for short-step methods. Subsequently, Haddou
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et al. [24] presented a generalized direction in interior-point methods for monotone LCP. Their approach is based on AET induced by the class of smooth concave univariate functions. By utilizing the AET technique based on the logarithmic function \( \psi(t) = \log t \), Pan et al. [32] presented an infeasible IPA to solve LO. Furthermore, Darvay and Takács [15] developed a new IPA for LO based on a new modified search direction induced by an asymptotic barrier kernel function. The best polynomial complexity is provided. Recently, Darvay et al. [16], proposed an IPA for LO where their search direction is based on AET introduced by the new univariate function \( \psi(t) = t - \sqrt{t} \). Later, Darvay et al. [17] generalized this algorithm for sufficient LCP. Also we mention that Fischer proposed a damped Newton-type IPA for monotone LCP [20]. Here he reformulated the LCP as an equivalent nonlinear system of equations based on the so-called NCP-functions. Under some conditions, the super-linear convergence of this algorithm is established.

In [29], Kheirfam and Nasrollahi utilized the AETs technique based on the power function \( \psi_q(t) = t^q \), \( q \geq 1 \), to develop a full-Newton short-step IPA for LO. They offered a family of new search directions with respect to the parameter \( q \). Further, under defaults \( \tau = \frac{2}{(q-1)^2+2} \) and \( \theta = \frac{1}{((2q-1)^3-5q)\sqrt{n}} \) with \( q \geq 3 \), they obtained the following iteration bound, namely, \( O\left(\sqrt{n} \log \frac{n}{\varepsilon} \right) \). Their study includes some earlier works. For example,

- for \( q = 1 \), then \( \psi(t) = \sqrt{T} \) and which is introduced by Darvay in [14,18] for LO and \( P_* (\kappa) \)-LCP;
- for \( q = 2 \), then \( \psi(t) = t \), this gives the classical Newton directions [34];
- for \( q = 3 \), then \( \psi(t) = t^2 \) which is introduced recently by Moussaoui and Achache in [31] for CQO;
- for \( q = 4 \), then \( \psi(t) = t^2 \) which is introduced by Kheirfam in [27] for LO.

For more details about the AETs technique we direct the reader to the papers (see e.g. [14,18,26,37]) and the references therein.

Based on the iteration bound obtained by [29], we notice that if \( q \) becomes very large then \( \theta \) gets very small. Consequently, the rate \((1-\theta)\) which determines the decrease in the barrier parameter converges to one. This leads to a slow convergence and even to a divergence of their algorithm. So it clear that taking a member of \( \psi_q(t) = t^2 \) with a large value of \( q \) leads to bad numerical results.

In this paper, in order to improve the numerical results of these algorithms, we reconsider the analysis of their IPAs designed for LO to monotone LCP where a non-parametric univariate function, namely, \( \psi_q(t) = t^2 \) is suggested. Therefore, similar to LO, we use the AET technique introduced by this function to nonlinear equations of the system which defines the central-path of monotone LCPs, a modified nonlinear equations is obtained. The application of Newton method to the latter, a modified search direction is offered. The proposed IPA uses full-Newton steps for tracing approximately the central-path. Unlike LO case, the presence of non orthogonality of scaled directions in LCPs, a different analysis is stated. Further, under new appropriate choices of defaults \( \tau \) and \( \theta \), we prove that the algorithm is well-defined and converges locally quadratically to a solution of monotone LCP (these results are based on the useful Lemma 4.4). Moreover, the currently best known iteration bound for the algorithm with short-update method, namely, \( O\left(\sqrt{n} \log \frac{n}{\varepsilon} \right) \) is obtained. This complexity is analogue to those achieved by many authors (see e.g. [1–3,14,18,26,27,37]). Some numerical results are presented to evaluate our proposed algorithm. In addition, to accelerate the speed of convergence of our original algorithm, some relaxations are imported on the selection of the default \( \theta \). Finally, we compare the performances of our algorithm with a previously Fischer type IPAs on a set of monotone LCPs.

The outline of the paper is as follows. In Section 2, preliminaries notions and the problem description are presented. In Section 3, the modified search directions based on AETs for the centering equation is discussed. Moreover, the generic feasible short-update full-Newton step IPA for monotone LCPs is presented. In Section 4, the analysis of the algorithm is given. Further, its iteration bound is obtained. In Section 5, some numerical results are reported. Also for the performances of our algorithm, some modifications are suggested. In the last section we present a general conclusion of the work carried out, some remarks, as well as some perspectives and suggestions for future work.
A PATH-FOLLOWING INTERIOR-POINT ALGORITHM FOR MONOTONE LCP

Notations

The following notations are used throughout the paper. Given \( x, y \in \mathbb{R}^n \), \( x^T y = \sum_{i=1}^n x_i y_i \) is their usual scalar product whereas \( x/y = (x_i/y_i)_{1 \leq i \leq n} \) denotes their Hadamard product and the same as for the vectors \( x/y = (x_i/y_i)_{1 \leq i \leq n} \), where \( y_i \neq 0 \), \( \forall i \). \( \sqrt{x} = (\sqrt{x_i})_{1 \leq i \leq n} \) and \( x^{-1} = (1/x_i)_{1 \leq i \leq n} \). The identity matrix and the vector of all ones are denoted by \( I \) and \( e \), respectively. Moreover, \( \text{diag}(x) \) denotes a diagonal matrix, which contains on his main diagonal the components of the vector \( x \). For \( v \in \mathbb{R}^n \), \( v \geq 0 \) means that \( v_i \geq 0 \) for all \( i = 1, \ldots, n \) and \( \min v = \min_{1 \leq i \leq n} v_i \).

Let \( x \in \mathbb{R}^n \), \( \|x\| \) and \( \|x\|_\infty \) denote its Euclidean norm and its maximum norm, respectively. If \( f(t) \) and \( g(t) \) are two positive real valued functions, then \( f(t) = O(g(t)) \) if there exists a positive constant \( c \) so that \( f(t) \leq cg(t) \).

2. Preliminaries and the problem statement

A monotone LCP consists in finding a couple of vectors \( (x, y) \in \mathbb{R}^n \times \mathbb{R}^n \) such that

\[
y - Mx = q, \ xy = 0, \ x \geq 0, \ y \geq 0,
\]

where \( M \in \mathbb{R}^{n \times n} \) is positive semi-definite (PSD) and \( q \in \mathbb{R}^n \). Throughout the paper, we assume that the interior-point condition (IPC) holds for monotone LCP (1), i.e., there exists a pair of vectors \( (x^0, y^0) \) such that

\[
y^0 - Mx^0 = q, \ x^0 > 0, \ y^0 > 0.
\]

In this case the monotone LCP (1) has a solution. For more comprehension of LCP, we recommended the monograph of Cottle et al. [11].

The main idea of path-following IPAs is to replace the equation \( xy = 0 \) in (1) by the parameterized equation \( xy = \mu e \) where \( \mu > 0 \). Hence, we obtain the system of equations:

\[
y - Mx = q, \ xy = \mu e, \ x, y \geq 0.
\]

Under the IPC condition, Kojima et al. [30] shows that system (2) has a unique solution denoted by \( (x(\mu), y(\mu)) \) for each \( \mu > 0 \), which is called the \( \mu \)-center of monotone LCP. The set of \( \mu \)-centers is called the central-path of monotone LCP. If \( \mu \) goes to zero, then the limit of central-path exists and since the limit point satisfies the complementarity condition \( xy = 0 \), the limit yields a solution of LCP. Applying Newton’s method to system (2) for a given strictly feasible point \( (x, y) \), i.e., the IPC holds, then the Newton direction \( (\Delta x, \Delta y) \) at this point is the unique solution of the linear system of equations:

\[
\begin{cases}
\Delta y - M \Delta x = 0, \\
x \Delta y + y \Delta x = \mu e - xy.
\end{cases}
\]

The system (3) gives the classical Newton search direction for LCP [30,34,41].

3. The modified search directions for LCP

Following [2,13], the AET technique for computing a new search direction for IPAs is based on the transformation of the centrality equation \( xy = \mu e \) in (2) to the new equation \( \psi\left(\frac{x}{\mu}\right) = \psi(e) \) where \( \psi : (0, +\infty) \to \mathbb{R} \) is a continuously differentiable function and invertible, i.e., \( \psi^{-1} \) exists. Then, (2) is transformed to the following system:

\[
y - Mx = q, \ \psi\left(\frac{x}{\mu}\right) = \psi(e), \ x, y \geq 0,
\]
where $\psi$ is applied coordinate-wisely. Applying Newton’s method to system (4) for a given strictly feasible point $(x, y)$ yields the new Newton system:

$$\begin{align*}
\Delta y - M \Delta x &= 0, \\
\frac{1}{\mu}y\psi'(\frac{x}{\mu}) \Delta x + \frac{1}{\mu}x\psi'(\frac{xy}{\mu}) \Delta y &= \psi(e) - \psi\left(\frac{xy}{\mu}\right),
\end{align*}$$

(5)

where $\psi'$ denotes the derivative of $\psi$.

Next, to facilitate the analysis of the algorithm, we introduce the following notations:

$$v := \sqrt{\frac{xy}{\mu}}, \quad d_x := \frac{v \Delta x}{x}, \quad d_y := \frac{v \Delta y}{y}, \quad d := \sqrt{\frac{x}{y}}.$$  

(6)

From (3) and (6), system (5) can be written as follows:

$$\begin{align*}
d_y - M d_x &= 0, \\
d_x + d_y &= p_v,
\end{align*}$$

(7)

where

$$p_v := \frac{\psi(e) - \psi(v^2)}{v \psi'(v^2)}$$

and $\bar{M} := DMD$, $D := diag(d)$. The system (7) determines a family of new scaled Newton search directions related to the function $\psi$.

Now, we consider the AET introduced by the function $\psi(t) = t^{\frac{q}{2}}$ with $q = 5$. This yields

$$p_v = \frac{2}{5}(v^4 - v).$$

(8)

Moreover, system (5) becomes

$$\begin{align*}
\Delta y - M \Delta x &= 0, \\
y \Delta x + x \Delta y &= \frac{2\mu}{5} \left(\frac{x}{\mu}\right)^{\frac{3}{2}} - \left(\frac{xy}{\mu}\right).
\end{align*}$$

(9)

Next, according to (8), we define a norm-based proximity measure as follows:

$$\delta(v) := \delta(xy; \mu) := \frac{5}{2} ||p_v|| = ||v^4 - v||.$$  

(10)

Clearly, $\delta(v) = 0 \iff v = e \iff xy = \mu e$. Therefore, the value of $\delta(v)$ can be considered as a measure of the distance between the given pair $(x, y)$ and the central-path. Furthermore, we define the $\tau$-neighborhood of the central-path as follows:

$$\mathcal{N}(\tau, \mu) = \{(x, y) : x > 0, y = Mx + q > 0 : \delta(xy; \mu) \leq \tau\},$$

where $\tau$ is a threshold (default) and $\mu > 0$, is fixed.

3.1. The Algorithm

Now we are ready to describe the generic full-Newton step IPA for monotone LCP as follows. First, we use a suitable threshold value, with $0 < \tau < 5$ and we suppose that an initial point $(x^0, y^0) \in \mathcal{N}(\tau, \mu_0)$ exists for certain $\mu_0 > 0$ is known. The full-Newton step between successive iterates is defined as $(x_+, y_+) = (x + \Delta x, y + \Delta y)$ where the Newton directions $\Delta x$ and $\Delta y$ are solutions for linear system (9). Then it updates the parameter $\mu$ by the factor $(1 - \theta)$ with $0 < \theta < 1$, and target a new $\mu$-center and so on. This procedure is repeated until the stopping criterion $x^T y \leq \epsilon$ is satisfied for a given accuracy parameter $\epsilon$.

Therefore, the generic algorithm the full-Newton step IPA for monotone LCP is stated in Figure 1 as follows.
In this section, we are going to show across our new selecting defaults of $\theta$ and $\tau$, described in Figure 1, that Algorithm 3.1 is well-defined and converges locally quadratically to a solution of monotone LCP. Moreover, we prove that our algorithm solves the monotone LCP in polynomial time. We mention that due to the non-orthogonality of the scaled direction, our analysis is quite different from those used in LO case.

Next, the following technical results are fundamental tools in our analysis.

**Lemma 4.1.** Let $\mu > 0$ and $(d_x, d_y)$ be a solution of system (7) with $\delta := \delta(x,y;\mu)$. Then one has

$$0 \leq d_x^T d_y \leq \frac{2}{25} \delta^2$$

and

$$\|d_x d_y\|_\infty \leq \frac{\delta^2}{25}, \quad \|d_x d_y\| \leq \frac{\sqrt{2}}{25} \delta^2.$$

**Proof.** For the first part of (11) we have, $d_x^T d_y = \frac{1}{\mu} (\Delta x)^T \Delta y = \frac{1}{\mu} (\Delta x)^T M \Delta x \geq 0$, since $M$ is PSD. The second part of it, follows trivially from the following equality

$$\frac{4}{25} \delta^2 = \|p_v\|^2 = \|d_x + d_y\|^2 = \|d_x\|^2 + \|d_y\|^2 + 2 d_x^T d_y \geq 2 d_x^T d_y.$$

For the first claim in (12), since

$$d_x d_y = \frac{1}{4} ((d_x + d_y)^2 - (d_x - d_y)^2),$$

and

$$\|d_x + d_y\|^2 = \|d_x - d_y\|^2 + 4 d_x^T d_y,$$

but since $d_x^T d_y \geq 0$, it follows that $\|d_x - d_y\| \leq \|d_x + d_y\|$. On the other hand,

$$\|d_x d_y\|_\infty = \frac{1}{4} \|((d_x + d_y)^2 - (d_x - d_y)^2)\|_\infty \leq \frac{1}{4} \max(\|d_x + d_y\|^2, \|d_x - d_y\|^2),$$

$$\leq \frac{1}{4} \max(\|d_x + d_y\|^2, \|d_x - d_y\|^2) \leq \frac{1}{4} \|d_x + d_y\|^2 = \frac{\|p_v\|^2}{4} = \frac{\delta^2}{25}.$$
Lemma 4.2. Let $\forall \alpha \in [0,1]$ and $(x, y)$ a strictly feasible point for LCP (1), we have

\[ x(\alpha)y(\alpha) = (x + \alpha \Delta x)(y + \alpha \Delta y) = xy + \alpha(x \Delta y + y \Delta x) + \alpha^2 \Delta x \Delta y. \]

Using (6), we get,

\[ x(\alpha)y(\alpha) = \mu((1 - \alpha)v^2 + \alpha(v^2 + vp_v + \alpha dx dy)). \]  

(13)

So $x(\alpha)y(\alpha) > 0$ if $v^2 + vp_v + \alpha dx dy > 0$. Due to (12) in Lemma 4.1 and (8) with $\delta < 5$, it follows that

\[ v^2 + vp_v + \alpha dx dy \geq v^2 + vp_v - \alpha \|dx dy\|_{\infty} e \]

\[ \geq v^2 + vp_v - \frac{\alpha \delta^2}{25} e \]

\[ = \frac{3}{5} v^2 + \frac{2}{5} v^{-3} - \frac{\alpha \delta^2}{25} e \]

\[ > \frac{3}{5} v^2 + \frac{2}{5} v^{-3} - e. \]

Hence it is clear that $x(\alpha)y(\alpha) > 0$ if $\frac{3}{5} v^2 + \frac{2}{5} v^{-3} - e \geq 0$. Let us consider the function $g(t) = \frac{3}{5} t^2 + \frac{2}{5} t^{-3} - 1$ for $t > 0$. From $g''(t) > 0$, it follows that $g$ is strictly convex and therefore, it has a minimum at $t = 1$, since $g'(1) = 0$, so $g(t) \geq g(1) = 0$, $\forall t > 0$. Hence,

\[ \frac{3}{5} v^2 + \frac{2}{5} v^{-3} - e \geq 0. \]  

(14)

Thus $x(\alpha)y(\alpha) > 0$ for $\alpha \in [0,1]$. Since $x$ and $y$ are positive we obtain that $x(\alpha) > 0$ and $y(\alpha) > 0$ for all $\alpha \in [0,1]$. Then, by continuity the vectors $x(1) = x_+$ and $y(1) = y_+$ are positive, i.e., $x_+ > 0$ and $y_+ > 0$ are strictly feasible. This completes the proof.

For convenience, we may write

\[ v_+ = \sqrt{\frac{x+y_+}{\mu}}. \]
Lemma 4.3. If $\delta < 5$, then $\min v_+ \geq \frac{1}{5}\sqrt{25 - \delta^2}$.

Proof. From (13) in the proof of Lemma 4.2, setting $\alpha = 1$ and as $x(1) = x_+$, $y(1) = y_+$ and $p_+ = \frac{2}{5}(v^{-3} - v)$, we get

$$v_+^2 = v^2 + vp_+ + dx_+dy = \frac{3}{5}v^2 + \frac{2}{5}v^{-3} + dx_+dy.$$  

By the inequality 14, we have seen that $\frac{3}{5}v^2 + \frac{2}{5}v^{-3} - e \geq 0$ if $\delta < 5$, hence $\frac{3}{5}v^2 + \frac{2}{5}v^{-3} \geq e$. Consequently, $v_+^2 \geq e + dx_+dy$. Next, using (12), we deduce that

$$v_+^2 \geq e + dx_+dy \geq (e - \|dx_+dy\|_\infty)e \geq \left(1 - \frac{\delta^2}{25}\right)e = \frac{1}{25}(25 - \delta^2)e,$$

hence $\min v_+ \geq \frac{1}{5}\sqrt{25 - \delta^2}$. This completes the proof. $\square$

Next, we prove that the iterate across the proximity measure is locally quadratically convergent during the algorithm.

Lemma 4.4. Let $(x, y)$ a strictly feasible point for LCP (1) and $\delta < 5$. Then

$$\delta^+ := \delta(v_+) := \delta(x+y; \mu) \leq \left(\frac{5^2}{25 - \delta^2} + \frac{5^4}{(25 - \delta^2)^2} + \frac{5}{5 + \sqrt{25 - \delta^2}}\right)\left(\frac{3}{5} + \frac{\sqrt{2}}{25}\right)\delta^2.$$

In addition, assume $\delta \leq \frac{1}{4}$, then $\delta^+ \leq \delta^2$, which means the locally quadratically convergence of the proximity measure.

Proof. We have

$$\delta^+ = \|v_+^{-4} - v_+\| = \left\|\frac{e - v_+^5}{v_+^4}\right\| = \left\|\left(e - v_+^5\right)\left(e + v_+^5 + \frac{e + v_+^5 + v_+^3 + v_+^4}{e + v_+}v_+^4\right)\right\|.$$

Consider the function

$$f(t) = \frac{1 + t + t^2 + t^3 + t^4}{(1 + t)t^4} = \frac{1}{t^2 + \frac{1}{t^4} + \frac{1}{1 + t}}.$$

Using $f$ we can write

$$\delta^+ = \|f(v_+)(e - v_+^5)\| \leq \|f(v_+\|_\infty \|e - v_+^5\|.$$

The function $f$ is continuous and positive on $(0, +\infty)$. Moreover, from $f'(t) < 0$ for $t > 0$ it follows that $f$ is decreasing, therefore,

$$0 < |f((v_+)_i)| = f((v_+)_i) \leq f(\min v_+) \leq f\left(\frac{1}{5}\sqrt{25 - \delta^2}\right).$$

Consequently

$$\|f(v_+\|_\infty = \frac{5^2}{25 - \delta^2} + \frac{5^4}{(25 - \delta^2)^2} + \frac{5}{5 + \sqrt{25 - \delta^2}}.$$  

This implies that

$$\delta^+ \leq \left(\frac{5^2}{25 - \delta^2} + \frac{5^4}{(25 - \delta^2)^2} + \frac{5}{5 + \sqrt{25 - \delta^2}}\right)\|e - v_+^5\|.$$
Next, setting $\alpha = 1$ in (13), and due to (8), we have,
\[ \|e - v^2_+\| = \|e - (v^2 + vp + d_x d_y)\| = \|e - \frac{3}{5} v^2 - \frac{2}{5} v^{-3} - d_x d_y\|. \]
Hence
\[ \|e - v^2_+\| \leq \left\| e - \frac{3}{5} v^2 - \frac{2}{5} v^{-3} \right\| + \|d_x d_y\|. \]
Next, we may write
\[ \left\| e - \frac{3}{5} v^2 - \frac{2}{5} v^{-3} \right\| = \left\| \varphi(v) \cdot \frac{25}{4} p^2 \right\|, \]
where
\[ \varphi(v) = \frac{e - \frac{3}{5} v^2 - \frac{2}{5} v^{-3}}{(v^{-4} - v)^2} = \frac{v^5(3v^3 + 6v^2 + 4v + 2e)}{5(v^4 + v^3 + v^2 + v + e)^2}. \]
Let us consider the function
\[ \varphi(t) = -\frac{t^5(3t^3 + 6t^2 + 4t + 2)}{5(t^4 + t^3 + t^2 + t + 1)^2}. \]
This function is continuous and monotonically decreasing and negative on $(0, +\infty)$, and consequently, we have
\[ -\frac{3}{5} = \lim_{t\to+\infty} \varphi(t) < \varphi(t) \leq 0, \quad \forall t > 0. \]
This implies that
\[ 0 \leq |\varphi(v_i)| = -\varphi(v_i) < \frac{3}{5}, \quad \forall i = 1, \ldots, n. \]
Then as $\|p_v\| = \frac{4}{25} \delta^2, \|\varphi(v)\|_\infty = \max_i |\varphi(v_i)| < \frac{3}{5},$ and $\|p^2_v\| \leq \|p_v\|^2$, it yields
\[ \left\| e - \frac{3}{5} v^2 - \frac{2}{5} v^{-3} \right\| \leq \|\varphi(v)\|_\infty \frac{25}{4} \|p_v\|^2 = \frac{3}{5} \delta^2. \]
Due to (12), $\|d_x d_y\| \leq \frac{\sqrt{2}}{25} \delta^2$, we get $\|e - v^2_+\| \leq \left(\frac{3}{5} + \frac{\sqrt{2}}{25}\right) \delta^2$. This implies that
\[ \delta^+ \leq \left(\frac{5^2}{25 - \delta^2} + \frac{5^4}{(25 - \delta^2)^2} + \frac{5}{5 + \sqrt{25 - \delta^2}} \right) \left(\frac{3}{5} + \frac{\sqrt{2}}{25}\right) \delta^2. \]
Next, assume $\delta \leq \frac{1}{4}$, so $\delta^+ \leq 1.6466\delta^2$. This completes the proof. \(\square\)

The next lemma shows the influence of a full-Newton step on the duality gap and gives an upper bound for it.

**Lemma 4.5.** Let $\delta = \delta(xy; \mu)$ and suppose that the vectors $x_+$ and $y_+$ are obtained using a full-Newton step, thus $x_+ = x + \Delta x$ and $y_+ = y + \Delta y$. We have $(x_+)^T y_+ \leq \mu(n + 2\delta^2)$.

In addition, if $\delta \leq \frac{1}{4}$, then
\[ (x_+)^T y_+ \leq 2\mu n. \]
Proof. Due to (6) and (8) we have

\[ v^2 + vp_v + dx dy = \frac{3}{5}v^2 + \frac{2}{5}v^{-3} + dx dy, \]

then

\[ x+y = \mu(v^2 + vp_v + dx dy) = \mu \left( e + \frac{25}{4}p_v^2 \cdot \frac{3}{5}v^2 + \frac{2}{5}v^{-3} - e + dx dy \right) \]

\[ \leq \mu \left( e + \frac{25}{4}p_v^2 + dx dy \right) , \]

since after some reductions,

\[ \frac{\frac{3}{5}v^2 + \frac{2}{5}v^{-3} - 1}{(v_i^{-4} - v_i)^2} = -\varphi(v_i) < \frac{3}{5} < 1, \text{ for all } i \]

where \( \varphi \) is defined in (15). Then from (10) and (11), we get

\[ (x+y)^Ty = x^Ty \leq \mu \left( n + \frac{25}{4}||p_v||^2 + \frac{2}{25}\delta^2 \right) \leq \mu(n + 2\delta^2). \]

Next, let \( \delta \leq \frac{1}{4} \) so \( \delta^2 \leq 1 \). Using this fact we deduce that \( (x+y)^Ty \leq \mu(n + 2) \). But since \( n + 2 \leq 2n \), \( \forall n \geq 2 \). This completes the proof.

In the next theorem we analyze the effect of a full-Newton step on the proximity by updating the parameter \( \mu \) by a factor \((1 - \theta)\).

**Theorem 4.1.** Let \( \delta \leq \frac{1}{4} \) and \( \mu_+ = (1 - \theta)\mu \), where \( 0 < \theta < 1 \). Then

\[ \delta(x+y; \mu_+) \leq \frac{5\sqrt{2n}\theta}{\sqrt{1-\theta}} + \delta^+. \]

In addition, if \( \theta = \frac{1}{35\sqrt{2n}} \), \( n \geq 2 \), then \( \delta(x+y; \mu_+) \leq \frac{1}{4} \).

Proof. As \( \sqrt{\frac{x+y}{\mu_+}} = \frac{1}{\sqrt{1-\theta}}v_+ \) and \( \delta_+ = \|v_- - v_+\| \), we have

\[ \delta(x+y; \mu_+) = \left\| \sqrt{\frac{x+y}{(1-\theta)\mu}} \right\| - \left\| \sqrt{\frac{x+y}{(1-\theta)\mu}} \right\| = \left\| (1-\theta)^2v_-^2 - \frac{1}{\sqrt{1-\theta}}v_+ \right\| = \left\| (1-\theta)^2v_-^2 - (1-\theta)^2v_+ - \frac{1}{\sqrt{1-\theta}}v_+ \right\| . \]

Now, from the triangular inequality it follows that

\[ \delta(x+y; \mu_+) \leq \left\| (1-\theta)^2v_-^2 - (1-\theta)^2v_+ \right\| + \left\| (1-\theta)^2v_+ - \frac{1}{\sqrt{1-\theta}}v_+ \right\| = (1-\theta)^2\delta^+ + \left\| (1-\theta)^2 - \frac{1}{\sqrt{1-\theta}} \right\| \leq \delta^+ + \left\| (1-\theta)^2 - \frac{1}{\sqrt{1-\theta}} \right\| \]

\[ = \delta^+ + \left\| (1-\theta)^2 - \frac{1}{\sqrt{1-\theta}} \right\| \leq \delta^+ + \left\| (1-\theta)^3 - \frac{1}{\sqrt{1-\theta}} \right\| \]

\[ = \delta^+ + \left\| \frac{(1-\theta)^5 - 1}{(1-\theta)^3 + \sqrt{1-\theta}} \right\| \leq \delta^+ + \left\| \frac{-\theta(\theta^4 - 5\theta^3 + 10\theta^2 - 10\theta + 5)}{(1-\theta)^3 + \sqrt{1-\theta}} \right\| . \]
Next, as \( \frac{1}{(1 - \theta)^3 + \sqrt{1 - \theta}} \leq \frac{1}{\sqrt{1 - \theta}} \), and \( 0 < \theta^4 - 5\theta^3 + 10\theta^2 - 10\theta + 5 \leq 5, \forall \theta \in (0, 1) \), and also due to (16) in Lemma 4.5, we have \( \|v_+\| \leq \sqrt{2n} \), and thus it follows
\[
\delta(x+ y+; \mu_+) \leq \delta^+ + \frac{5\sqrt{2n}\theta}{\sqrt{1 - \theta}}, \quad \forall \theta \in (0, 1).
\]

By Lemma 4.4, \( \delta^+ \leq 1.6466\delta^2 \) and since \( \delta \leq \frac{1}{4} \), then we get
\[
\delta(x+ y+; \mu_+) \leq 0.1029 + \frac{5\sqrt{2n}\theta}{\sqrt{1 - \theta}}.
\]

Let \( \theta = \frac{1}{35\sqrt{2n}} \), \( n \geq 2 \), so \( \theta \in \left[0, \frac{1}{30}\right] \) and thus we conclude that \( \delta(x+ y+; \mu_+) \leq h(\theta) \) where
\[
h(\theta) = \frac{1}{7\sqrt{1 - \theta}} + 0.1029.
\]

As \( h'(\theta) > 0, \forall \theta \in \left[0, \frac{1}{30}\right] \), hence \( h(\theta) \) is an increasing function so \( h(\theta) \leq h\left(\frac{1}{30}\right) = 0.2468 \). Finally, we deduce that \( \delta(x+ y+; \mu_+) \leq \frac{1}{4} \). This proves the theorem.

\[\square\]

Theorem 4.1 shows that Algorithm 3.1 is well defined, since \((x, y) \in \mathcal{N}\) is maintained throughout the algorithm.

Next, by regrouping the previous results, we end this section by stating the iteration bound of Algorithm 3.1.

**Lemma 4.6.** Assume that the pair \((x^0, y^0)\) is strictly feasible point and \(\delta(x^0, y^0; \mu_0) \leq \frac{1}{4}\) for a fixed \(\mu_0 > 0\). Let \(x^k\) and \(y^k\) be the vectors obtained after \(k\) iterations with \(\mu := \mu^k\). Then the inequality \((x^k)^Ty^k \leq \epsilon\) is satisfied if \(k \geq \left\lceil \frac{1}{\theta} \log \frac{n\mu_0}{\epsilon} \right\rceil \).

**Proof.** We have \(\mu^k = (1 - \theta)\mu^{k-1} = (1 - \theta)^k\mu_0\), then from Lemma 4.5 (16), \((x^k)^Ty^k \leq (1 - \theta)^k2n\mu_0\). So \((x^k)^Ty^k \leq \epsilon\) holds if \((1 - \theta)^k2n\mu_0 \leq \epsilon\). By taking the logarithm, we deduce that \(k\log(1 - \theta) \leq \log \epsilon - \log 2n\mu_0\). Next, by the inequality \(-\log(1 - \theta) \geq \theta\) for all \(0 < \theta < 1\), we obtain \(k\theta \geq \log 2n\mu_0 - \log \epsilon = \log \frac{2n\mu_0}{\epsilon}\). This proves the lemma.

\[\square\]

**Theorem 4.2.** Using defaults \(\theta = \frac{1}{35\sqrt{2n}}\), \(n \geq 2\) and \(\delta = \frac{1}{4}\) where \(\mu_0 = \frac{1}{2}\). Algorithm 3.1 requires at most \(O\left(\sqrt{n}\log \frac{\epsilon}{\tau}\right)\) iterations for getting an \(\epsilon\)-approximate solution of monotone LCP in (1).

**Proof.** Let \(\theta = \frac{1}{35\sqrt{2n}}\) and \(\mu_0 = \frac{1}{2}\), by using Lemma 4.6, the proof is straightforward.

\[\square\]

5. **Numerical results**

To evaluate the performance of Algorithm 3.1, we consider some examples of monotone LCP problems of different sizes, each example is followed by two tables one contains initial starting points and the other summarizes numerical results obtained by the algorithm. We implement Algorithm 3.1, on the software MATLAB 7.9 and run on a PC with CPU 2.13 GHz and 2G RAM memory and double precision format on some examples of monotone LCP. In our implementation, we use \(\epsilon = 10^{-4}\) and \(\mu_0 = \frac{(x^0)^Ty^0}{n}\). In addition, we compare the obtained numerical results by Algorithm 3.1 with those obtained by Algorithm in Figure 1 (Kh-N) [29], where their proposed threshold \(\tau\) and update barrier parameter \(\theta\) if \(q = 5\) are given by \(\left(\tau = \frac{1}{5}, \theta = \frac{1}{704}\right)\). A solution of the monotone LCP is denoted by \(x^*\). Finally, the “Iter” and “CPU” denote the number of iterations and the elapsed time in seconds, respectively.
5.1. Numerical results with the original version of Algorithm 3.1

In this subsection, we present our numerical results obtained by our Algorithm 3.1 and those given by Kheirfam and Nasrollahi [29].

Problem 1. Consider the following monotone LCP where \( M \in \mathbb{R}^{5 \times 5} \) and \( q \in \mathbb{R}^5 \) are given by:

\[
M = \begin{pmatrix}
6 & 6 & 4 & 3 & 2 \\
8 & 21 & 14 & 10 & 12 \\
4 & 14 & 13 & 5 & 9 \\
4 & 10 & 5 & 6 & 5 \\
3 & 12 & 8 & 4 & 10
\end{pmatrix}, \quad q = \begin{pmatrix}
-20.5 \\
-64.5 \\
-44.5 \\
-29.5 \\
-36.5
\end{pmatrix}.
\]

For this example, the initial point for the algorithm is taken as

\[
x^0 = (1, 1, 1, 1)^T, \quad y^0 = Mx^0 + q = (0.5, 0.5, 0.5, 0.5, 0.5)^T,
\]

with the proximity \( \delta(x^0y^0, \mu_0) = 0 \), i.e., \((x^0, y^0) \in \mathcal{N}(\tau, \mu_0)\).

A solution of Problem 1 is:

\[
x^* = (0.6364, 2.3222, 0.5847, 0, 0.2046)^T, \quad y^* = (0, 0, 0, 0.2149, 0)^T.
\]

Problem 2. In this example of monotone LCP, \( M \in \mathbb{R}^{8 \times 8} \) and \( q \in \mathbb{R}^8 \) are given by:

\[
M = \begin{pmatrix}
8 & 9 & 13 & 13 & 5 & 11 & 9 & 10 \\
8 & 10 & 15 & 15 & 7 & 12 & 10 & 12 \\
13 & 15 & 26 & 26 & 10 & 20 & 13 & 21 \\
13 & 15 & 26 & 26 & 10 & 20 & 12 & 20 \\
5 & 7 & 10 & 10 & 5 & 9 & 5 & 8 \\
11 & 12 & 20 & 20 & 9 & 19 & 13 & 15 \\
9 & 10 & 13 & 12 & 5 & 13 & 16 & 13 \\
10 & 12 & 21 & 20 & 8 & 15 & 13 & 22
\end{pmatrix}, \quad q = \begin{pmatrix}
-8.265 \\
-9.3033 \\
-14.835 \\
-14.4633 \\
-5.995 \\
-12.4133 \\
-10.015 \\
-12.3033
\end{pmatrix}.
\]

The initial starting points considered for Problem 2 is

\[
x^0 = (0.2233, 0.1893, 0.1207, 0.1202, 0.2758, 0.1431, 0.1961, 0.1403)^T,
\]

\[
y^0 = Mx^0 + q = (4.4778, 5.2820, 8.2864, 8.3217, 3.6254, 6.9875, 5.1000, 7.1288)^T,
\]

with the proximity \( \delta(x^0y^0, \mu_0) = 0.0011 \), i.e., \((x^0, y^0) \in \mathcal{N}(\tau, \mu_0)\).

A solution of Problem 2 is:

\[
x^* = (0.1948, 0, 0.2655, 0, 0.2506, 0, 0.2221, 0)^T, \quad y^* = (0, 0.2165, 0, 0.1495, 0, 0.1872, 0, 0.1178)^T.
\]

Problem 3. Let us consider the monotone LCP where \( M \in \mathbb{R}^{n \times n} \) and \( q \in \mathbb{R}^n \) are given by:

\[
M = \begin{pmatrix}
1 & 2 & 2 & \cdots & 2 \\
2 & 5 & 6 & \cdots & 6 \\
2 & 6 & 9 & \cdots & 10 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
2 & 6 & 10 & \cdots & 4n - 3
\end{pmatrix}, \quad q = -Me + e.
\]

For this example, we consider the following initial starting point \( x^0 = y^0 = e \), where the proximity \( \delta(x^0y^0, \mu_0) = 0 \), i.e., \((x^0, y^0) \in \mathcal{N}(\tau, \mu_0)\).
Table 1. Number of iterations and CPU time for Problems 1–3.

<table>
<thead>
<tr>
<th></th>
<th>Algorithm 3.1</th>
<th></th>
<th>Algorithm Kh-N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n ↓ ITER CPU</td>
<td>ITER</td>
<td>CPU</td>
</tr>
<tr>
<td>Problem 1</td>
<td>5 1116 0.5311</td>
<td>15937</td>
<td>4.9717</td>
</tr>
<tr>
<td>Problem 2</td>
<td>8 1479 0.8817</td>
<td>21095</td>
<td>7.7729</td>
</tr>
<tr>
<td></td>
<td>5 1193 0.5481</td>
<td>17027</td>
<td>5.1758</td>
</tr>
<tr>
<td></td>
<td>10 1797 1.1259</td>
<td>25625</td>
<td>12.7354</td>
</tr>
<tr>
<td></td>
<td>20 2696 2.4844</td>
<td>38424</td>
<td>31.6842</td>
</tr>
<tr>
<td>Problem 3</td>
<td>30 3413 4.4300</td>
<td>48624</td>
<td>70.1209</td>
</tr>
<tr>
<td></td>
<td>50 4587 13.6326</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>100 6832 120.4609</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

In Table 1, the obtained numerical results for Problems 1–3 are summarized.

Comment 1. Across the Table 1, we see that the number of iterations and the elapsed time produced by our algorithm by using our theoretical default $\theta = \frac{1}{3\sqrt{\delta n}}$ are too much higher. This means that the algorithm converges to a solution of LCP but very slowly. Meanwhile, for the default $\theta = \frac{1}{704\sqrt{\delta n}}$ according to [29] with $q = 5$, the algorithm diverges when $n$ reaches the size $n \geq 50$. It is clear that our numerical results are better than those given by the algorithm in [29].

In general, the obtained numerical results by using both $\theta$ are not good. The cause is due to the fact that the defaults of $\theta$ become very small for large size problems. This leads during the execution of algorithms that the rate of decrease $(1 - \theta)$ in the sequence of barrier parameters $\{\mu_k\}$ becomes close enough to one.

5.2. A numerical amelioration for the algorithm

In this subsection, in order to ameliorate the performance of Algorithm 3.1, we import some changes, where instead of using the theoretical default of $\theta$, we relaxed them to a constant which belongs to $(0, 1)$ and we use $\epsilon = 10^{-7}$. Further, to keep the iterates positive, we introduce at each iteration $k$, a step-size $\alpha_k > 0$ such that $x^k + \rho \alpha_k (\Delta x)^k > 0$ and $y^k + \rho \alpha_k (\Delta y)^k > 0$ with $\alpha_k = \min\{1, \alpha\}$ and $\rho \in (0, 1)$ where $\alpha = \min\{\alpha_x, \alpha_y\}$ and $\alpha_x, \alpha_y$ are given by

$$
\alpha_x = \{- (x_i)^k / (\Delta x_i)^k : (\Delta x_i)^k < 0\}; \quad \alpha_y = \{- (y_i)^k / (\Delta y_i)^k : (\Delta y_i)^k < 0\}
$$

Our obtained numerical results based on those modifications are compared with Fischer’s Algorithm [20] and summarized in Table 2.

Comment 2. Across the Table 2, we see that the number of iterations and the elapsed time produced by the ameliorated algorithm when using the default $\theta$ as a constant are too much lower. Meanwhile, for the algorithm proposed by [20], the algorithm diverges when $n$ reaches the size $n > 100$. It is clear that our numerical results are better than those given by the algorithm in [20]. This due to the quadratic convergence of our algorithm (see Lemma 4.4).

The numerical results presented in Table 1, while confirming the theory, are done on some very simple and artificial examples, we decided to present in the second part of this section the results obtained by running our algorithm on some selection of LCPs from the NETLIB repository [21], the obtained numerical results for this set of problems are summarized in Table 3. In this case for the choice of feasible initial points we used the homogeneous and self-dual LCPs model in [38].
Table 2. Number of iterations and CPU time for Problems 1–3.

<table>
<thead>
<tr>
<th>Problem</th>
<th>( n )</th>
<th>Ameliorated algorithm 2.3 (( \theta = 0.7 ))</th>
<th>Fischer's algorithm (( \theta = 0.9 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ITER</td>
<td>CPU</td>
<td>ITER</td>
</tr>
<tr>
<td>Problem 1</td>
<td>5</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>Problem 2</td>
<td>8</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>Problem 3</td>
<td>50</td>
<td>13</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>13</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>15</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>16</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 3. Number of iterations and CPU time for NETLIB set problems.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Ameliorated algorithm (( \theta = 0.55 ))</th>
<th>( \theta = 0.65 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Problem</td>
<td>( n )</td>
</tr>
<tr>
<td>ahiro</td>
<td>78</td>
<td>26</td>
</tr>
<tr>
<td>kh2</td>
<td>111</td>
<td>27</td>
</tr>
<tr>
<td>sc50b</td>
<td>128</td>
<td>27</td>
</tr>
<tr>
<td>blend</td>
<td>188</td>
<td>27</td>
</tr>
<tr>
<td>adlittle</td>
<td>194</td>
<td>27</td>
</tr>
<tr>
<td>share2b</td>
<td>258</td>
<td>28</td>
</tr>
<tr>
<td>stocforl</td>
<td>282</td>
<td>28</td>
</tr>
<tr>
<td>recipe</td>
<td>295</td>
<td>28</td>
</tr>
<tr>
<td>scagr7</td>
<td>314</td>
<td>28</td>
</tr>
<tr>
<td>share1b</td>
<td>370</td>
<td>28</td>
</tr>
<tr>
<td>grow7</td>
<td>441</td>
<td>28</td>
</tr>
<tr>
<td>beaconfd</td>
<td>468</td>
<td>28</td>
</tr>
<tr>
<td>e226</td>
<td>695</td>
<td>29</td>
</tr>
<tr>
<td>capri</td>
<td>753</td>
<td>29</td>
</tr>
<tr>
<td>bandm</td>
<td>777</td>
<td>29</td>
</tr>
<tr>
<td>agg</td>
<td>1103</td>
<td>30</td>
</tr>
</tbody>
</table>

6. Conclusion and remarks

In this paper, we have presented a feasible full-Newton step IPA for monotone LCPs. For this purpose, we have introduced a function \( \psi \) to the equation which characterizes the central-path of LCPs and we have applied Newton’s method to offer new search directions. For \( \psi(t) = t^{\frac{1}{2}} \), we have proved its polynomial complexity under appropriate defaults of \( \tau \) and \( \theta \). The evaluation of Algorithm 3.1, across the obtained numerical results, showed its slow convergence and even for the version proposed by [29]. We note also that Fischer’s algorithm failed for monotone LCPs with size \( n > 100 \). However, the import ameliorations made on our algorithm, the new obtained numerical results on NETLIB collection of monotone LCP problems, are significantly improved. Finally, an interesting topic of research in the future is the extension of Algorithm 3.1 to the large class of \( P_\kappa \)-LCPs. Moreover, the development of an infeasible full-Newton step IPA for monotone LCP based on our AET remains a good subject of research.
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