PRICE OF ANARCHY IN UNIFORM PARALLEL MACHINES SCHEDULING GAME WITH WEIGHTED COMPLETION TIME AS SOCIAL GOAL
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Abstract. This article investigates the efficiency of Nash equilibria in a utilitarian scheduling game, where each job, acting as an agent, strategically selects a machine for its processing. The study focuses on a uniform parallel machine environment, employing the Weighted Shortest Processing Time rule as the local policy and the total weighted completion time as the social goal. We establish upper and lower bounds for the Price of Anarchy, offering valuable insights for this scheduling game.
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1. Introduction

This article delves into the scheduling game, where a set of jobs must be processed by uniform parallel machines. In contrast to classical scheduling problems, where a decision-maker optimizes a central goal (objective function) by determining the optimal schedule, each job acts as an agent. Each job strategically selects a machine based on the minimization of its disutility, represented by the completion time associated with that decision. This decentralized decision-making can lead to a schedule where no agent (job) can unilaterally change its decision or strategy to reduce its disutility. Such a schedule is a Nash equilibrium. The value of the central objective for Nash equilibrium may be worse than that of the central objective for the optimal schedule (social optimum) obtained through centralized decision-making. This inefficiency is quantified by the Price of Anarchy (PoA), proposed by Koutsoupias and Papadimitriou [16]. In a given game, the PoA for an instance is defined as the worst-case ratio of the central objective in a Nash equilibrium to the social optimum. The PoA of a game represents the worst-case value of this ratio across all instances of the game [7].

This study analyzes the PoA for the worst-case pure Nash equilibrium and provides both upper and lower bounds. Each machine employs the Weighted Shortest Processing Time (WSPT) rule as the local policy. The WSPT rule sequences jobs in decreasing order of the $w_j/p_j$ ratio, where $p_j$ represents the processing requirement of job $j$ and $w_j$ represents the weight or relative importance of job $j$. An important feature of this rule is its ability to generate an optimal sequence for a set of jobs assigned to a single machine [21]. According to the classification scheme proposed by Lee et al. [17], this problem is represented by $Q_m(\text{WSPT})|\sum w_jC_j = -C_j|\sum w_jC_j$. Meanwhile, the centralized problem is represented by $Q_m||\sum w_jC_j$ in the three-field scheduling notation [11].
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1.1. Related works

According to Inmorrlica et al. [14], large-scale autonomous systems have become increasingly common with the advent of the Internet. These systems consist of many independent and selfishly acting agents, all competing to share a common resource, such as bandwidth in a network or processing power in a parallel computing environment. Practical settings range from smart routing among stub autonomous systems in the Internet to selfish user association in wireless local area networks. In many systems of this kind, it is infeasible to impose some centralized control on the users. Rather, a centralized authority can only design protocols a priori and hope that the independent and selfish choices of the users combine to create socially desirable results. We encourage readers to refer to the introductory article on scheduling games by Heydenreich et al. [12] to comprehensively explore different models, techniques, and results in this domain.

From Koutsoupias and Papadimitriou work [16], makespan as a social goal has been studied by Azar et al. [2], Christodoulou et al. [6], Czumaj and Vöcking [9], Immorlica et al. [14], Yu et al. [22] and Caragiannis et al. [5]. In this scenario, the disutility of an agent (job) is determined by the total load of the machine on which it is processed. Hence, minimizing the makespan is a minimax social choice objective. On the other hand, the literature offers results for scheduling games where the minimization of the total weighted or unweighted completion time (minsum) is considered as the social goal [1, 3, 7, 8, 13, 17, 19, 23].

The literature provides some results related to the studied problem. In Theorem 3.2 of [7] and Theorem 1 of [1], it is established that the PoA of pure Nash equilibria for the $R(\text{WSPT})|ut = -C_j| \sum w_j C_j$ problem is at most 4. On the other hand, in Theorem 9 of [8], the same bound is proved for a particular version of the $Q_m(\text{WSPT})|ut = -C_j, M_j| \sum w_j C_j$ problem, where $M_j$ represents the presence of machine eligibility restrictions. Both problems represent a generalization of the studied problem. More precisely, the problem under study is a specific case of $Q_m(\text{WSPT})|ut = -C_j, M_j| \sum w_j C_j$ problem, where each job can be processed by any machine. Given this relationship, it can be established that the PoA for the $Q_m(\text{WSPT})|ut = -C_j, M_j| \sum w_j C_j$ problem serves as an upper bound for the $Q_m(\text{WSPT})|ut = -C_j| \sum w_j C_j$ problem.

Other authors studied the problem without weights, equivalent to letting $w_j = 1$ for all jobs $j$. For these problems, the local policy used was the SPT (Shortest Processing Time first) rule. In Theorem 7 of [17], it is established that the PoA of pure Nash equilibrium for the $Q_2(\text{SPT})|ut = -C_j| \sum C_j$ problem is in a range between $(3 + \sqrt{3})/4 \approx 1.183$ and $(1 + \sqrt{5})/2 \approx 1.618$. Later, in Theorem 4 of [23] a lower bound of 1.1875 is established. Results for the $Q_m(\text{SPT})|ut = -C_j| \sum C_j$ problem are presented in [13, 23]. In Theorems 3 and 5 of [13], it is established that the PoA is in a range between $e/(e - 1) \approx 1.582$ and 2, while in Theorem 3 of [23] it is established that the upper bound is $2 - 2/((n + m)(n + 1))$, where $n$ and $m$ represent the number of jobs and machines, respectively.

Table 1 displays the PoA of the pure Nash equilibria for related problems. The performance guarantee is tight for problems where a single value is reported, representing the worst-case PoA for Nash equilibrium. In cases where a range of values is reported, these values serve as lower and upper bounds for the PoA. This inaccuracy highlights a research opportunity to establish a tighter PoA or narrow the upper and lower bounds gap.

1.2. Our results

The main results of this work include a lower bound on PoA of 2 and an upper bound depending on the machine speeds and the number of machines. Specifically, the upper bound is given by:

$$\frac{3}{2} \left(1 - \frac{1}{m}\right) \frac{s_{max}}{s_{min}} + \frac{1}{m},$$

where $m > 2$ is the number of machines, $s_{max}$ and $s_{min}$ represent the speed of the fastest and slowest machines, respectively. Additionally, for the $m = 2$ case, we establish an upper bound of:

$$\frac{s_{max}}{s_{min}} + \frac{1}{4}.$$
Table 1. Price of Anarchy for related problems.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Price of Anarchy</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Q_2(\text{SPT})</td>
<td>ut = -C_j \sum C_j)</td>
<td>[1.1830, 1.6180]</td>
</tr>
<tr>
<td>(Q_2(\text{SPT})</td>
<td>ut = -C_j \sum C_j)</td>
<td>PoA ≥ 1.1875</td>
</tr>
<tr>
<td>(Q(\text{SPT})</td>
<td>ut = -C_j \sum C_j)</td>
<td>[1.5820, 2]</td>
</tr>
<tr>
<td>(Q_n(\text{SPT})</td>
<td>ut = -C_j \sum C_j)</td>
<td>PoA ≤ 2 - (\frac{2}{(n+m)(n+1)})</td>
</tr>
<tr>
<td>(Q_2(\text{WSPT})</td>
<td>ut = -C_j \sum w_jC_j)</td>
<td>PoA ≤ (\frac{\text{max}}{\text{min}} + \frac{1}{2})</td>
</tr>
<tr>
<td>(Q_n(\text{WSPT})</td>
<td>ut = -C_j \sum w_jC_j)</td>
<td>PoA ≤ (\frac{3}{2}(1 - \frac{1}{m})\frac{\text{max}}{\text{min}} + \frac{1}{m})</td>
</tr>
<tr>
<td>(Q(\text{WSPT})</td>
<td>ut = -C_j \sum w_jC_j)</td>
<td>PoA ≥ 2</td>
</tr>
<tr>
<td>(Q(\text{WSPT})</td>
<td>ut = -C_j, \mathcal{M}_j</td>
<td>\sum w_jC_j)</td>
</tr>
<tr>
<td>(R(\text{WSPT})</td>
<td>ut = -C_j \sum w_jC_j)</td>
<td>4</td>
</tr>
</tbody>
</table>

Notes. \(s_{\text{max}}\) and \(s_{\text{min}}\) denote the speed of the fastest and slowest machine, respectively. \(m\) represents the number of machines, and \(n\) represents the number of jobs.

Regarding methodological contributions, the proof technique used to establish the upper bound of the PoA is similar to that used in [13, 18, 23] and consists of establishing inequalities that describe the properties of the solutions of the centralized and decentralized problem. On the other hand, to set the lower bound for the PoA, an instance whose PoA is 2 is proposed. This instance was designed taking as a reference the instances proposed in [13, 20].

The remainder of the paper unfolds as follows: Section 2 provides the problem statement and introduces the notation used. Section 3 elucidates some properties of the optimal solution, while Section 4 delves into properties characterizing Nash equilibria. Section 5 presents the upper and lower bounds for the PoA. Finally, Section 6 encapsulates the main conclusions drawn from this study.

2. Problem statement

\(\mathcal{J} = \{1, \ldots, n\}\) represents the set of jobs that need to be scheduled on a set \(\mathcal{M} = \{1, \ldots, m\}\) of uniformly related parallel machines. Each job \(j\) has a processing requirement \(p_j\) and a weight \(w_j\), which represents the relative importance of the job. Without losing generality, it is considered that the jobs are indexed according to the WSPT rule ([21], Thm. 3). When there are ties in the ratio, these are arbitrarily resolved. Then,

\[
\frac{w_1}{p_1} \geq \frac{w_2}{p_2} \geq \cdots \geq \frac{w_m}{p_m}.
\]

(2.1)

Jobs must be scheduled on a single machine, and each machine can only process a single job at a time without interruption. Machines operate at different speeds, where \(s\) is the vector representing the speeds of the machines and \(s_i > 0\) denotes the speed of machine \(i \in \mathcal{M}\). Then, if job \(j\) is assigned to machine \(i\), \(p_j/s_i\) units of processing time will be required. Given a vector \(s\), \(s_{\text{min}}\) and \(s_{\text{max}}\) are the lowest and highest speeds, respectively. Without losing generality, it is considered that the index and speed of the machines are adapted (modified) in such a way that

\[
1 = s_1 \leq s_2 \leq \cdots \leq s_m = \frac{s_{\text{max}}}{s_{\text{min}}}.
\]

(2.2)

A solution to the problem or schedule corresponds to an assignment of jobs to machines represented by a vector \(x\), where \(x_j\) gives the machine to which job \(j\) is assigned, that is, \(x_j = i\) if job \(j\) is assigned to machine \(i\) in schedule \(x\). \(\mathcal{J}(x)\) is the set of jobs assigned to machine \(i\) in schedule \(x\). Given a schedule \(x\), each job \(j \in \mathcal{J}\) will have a completion time. Let \(C_j(x, s)\) be the completion time of job \(j\) in schedule \(x\) with machines that operate
(work) at speed \( s \). The jobs sequence is solved using the WSPT rule (this order is induced by assumption (2.1)). The completion time of job \( j \) in schedule \( x \) can be expressed as

\[
C_j(x, s) = \frac{p_j}{s_{x_j}} + \sum_{k \in J \cup \{x\}, k < j} \frac{p_k}{s_{x_j}}.
\]

The Total Weighted Completion Time (TWCT) and the weighted sum of processing times of schedule \( x \) are defined as follows:

\[
Z(x, s) = \sum_{j \in J} w_j C_j(x, s) = \sum_{i \in M} \sum_{j \in J_i(x)} w_j C_j(x, s),
\]

\[
\eta(x) = \sum_{j \in J} \frac{w_j p_j}{s_{x_j}} = \sum_{i \in M} \sum_{j \in J_i(x)} \frac{w_j p_j}{s_i}.
\]

With these definitions, the following identities are immediate.

\[
Z(x, s) = \sum_{i \in M} \sum_{j \in J_i(x)} \sum_{k \leq j} \frac{w_j p_k}{s_i} = \eta(x) + \sum_{i \in M} \sum_{j \in J_i(x)} \sum_{k \leq j} \frac{w_j p_k}{s_i} = \eta(x) + \sum_{j \in J} \sum_{k \in J, k < j} \frac{w_j p_k}{s_{x_j}}.
\] (2.3)

Hereinafter, \( x \) is a Nash equilibrium, and \( x^* \) is the social optimum.

3. Centralized solution, properties of social optimum

This section presents some properties of the centralized solution. These properties will later be used to prove an upper bound for the PoA.

Early on, Eastman et al. ([10], Thm. 1) established the following inequality,

\[
\sum_{j \in J} \sum_{k \in J, k \leq j} w_j p_k \leq m Z(\tilde{x}, 1) - \frac{(m - 1)}{2} \sum_{j \in J} w_j p_j,
\] (3.1)

where \( \tilde{x} \) represents the optimal solution if all machines were to operate at unit speed, \( Z(\tilde{x}, 1) \) represents the TWCT of \( \tilde{x} \) at unit-speed machines, and

\[
\sum_{j \in J} \sum_{k \in J, k \leq j} w_j p_k,
\]

is the TWCT when all the jobs are assigned to a single machine that operates at unit speed.

Next, we introduce two lemmas that provide insights into the properties of the TWCT for the centralized solution, often referred to as the social optimum. The first lemma is derived from [18], where the worst-case performance guarantee of locally optimal solutions is investigated for the centralized problem. The specific neighborhood considered in this study is the jump neighborhood, also known as insertion.

Lemma 3.1 ([18], Lem. 2.1). The total weighted completion time of the social optimum \( x^* \) of the \( Q_m(\text{WSPT}) \) problem satisfies the inequality:

\[
Z(\tilde{x}, 1) \leq Z(x^*, 1) \leq \left( \frac{S_{\text{max}}}{S_{\text{min}}} \right) Z(x^*, s).
\]
Proof. If \( \tilde{x} \) is the optimal solution when the machines work at unit speed, the solution \( x^* \) reports a TWCT of at least \( Z(\tilde{x}, 1) \) in that environment (unit-speed machines). Then, we have that \( Z(\tilde{x}, 1) \leq Z(x^*, 1) \).

On the other hand, starting from equation (2.3) and using equation (2.2), we have

\[
Z(x^*, \mathbf{s}) = \sum_{i \in \mathcal{M}} \sum_{j \in \mathcal{J}} \sum_{k \leq j} w_{jk} \frac{p_k}{s} \geq \sum_{i \in \mathcal{M}} \sum_{j \in \mathcal{J}} \sum_{k \leq j} w_{jk} \frac{p_k}{s_m} = \frac{Z(x^*, 1)}{s_m}.
\]

\[\square\]

**Lemma 3.2.** The total weighted completion time of the social optimum \( x^* \) of the \( Q_m(\text{WSPT})|\text{ut} = -C_j \sum w_j C_j \) problem satisfies the inequality:

\[
\sum_{j \in \mathcal{J}} \sum_{k \leq j} w_{jk} \leq m \left( \frac{\overline{s}}{\underline{s}} \right) Z(x^*, \mathbf{s}) - \frac{(m - 1)}{2} \sum_{j \in \mathcal{J}} w_j p_j.
\]

Proof. Follows from equation (3.1) and Lemma 3.1. \[\square\]

Further properties of the social optimum are detailed below:

\[
\sum_{j \in \mathcal{J}} w_j p_j \leq Z(x^*, 1)
\]

(3.2)

\[
\sum_{j \in \mathcal{J}} w_j p_j \geq \eta(x^*).
\]

(3.3)

### 4. Decentralized solution, Nash equilibrium property

This section presents an upper bound for the TWCT of any Nash equilibrium. This inequality relates the Nash equilibrium with the social optimum.

**Lemma 4.1.** For any Nash equilibrium \( x \) of \( Q_m(\text{WSPT})|\text{ut} = -C_j \sum w_j C_j \) problem, its total weighted completion time satisfies

\[
Z(x, \mathbf{s}) \leq \frac{\eta(x^*)}{m} + \left( \frac{m - 3}{2m} \right) \sum_{j \in \mathcal{J}} w_j p_j + \left( \frac{s_{\text{max}}}{s_{\text{min}}} \right) Z(x^*, \mathbf{s}).
\]

(4.1)

Proof. For any job \( j \in \mathcal{J} \), let \( i \in \mathcal{M} \) be one of its strategies. Then, if job \( j \) takes strategy \( i \) (move to machine \( i \)), it will get a completion time

\[
\frac{p_j}{s_i} + \sum_{k \in \mathcal{J}, k < j} \frac{p_k}{s_i}.
\]

So that, a schedule \( x \) will be a Nash equilibrium if and only if

\[
C_j(x, \mathbf{s}) \leq \frac{p_j}{s_i} + \sum_{k \in \mathcal{J}, k < j} \frac{p_k}{s_i}, \quad \text{for all } j \in \mathcal{J}, i \in \mathcal{M}.
\]

(4.2)

We multiply equation (4.2) by \( w_j \) and sum over all \( i \in \mathcal{M} \),

\[
mw_j C_j(x, \mathbf{s}) \leq \sum_{i \in \mathcal{M}} \sum_{k \in \mathcal{J}, k < j} w_j \frac{p_k}{s_i}.
\]

(4.3)
On the other hand, for the first term on the right-hand side of equation (4.3), we have that
\[
\sum_{i \in \mathcal{M}} \frac{w_j p_j}{s_i} = \frac{w_j p_j}{s_{x^*_j}} + \sum_{i \in \mathcal{M} \setminus \{x^*_j\}} \frac{w_j p_j}{s_i} \leq \frac{w_j p_j}{s_{x^*_j}} + (m-1)w_j p_j. \tag{4.4}
\]

By equations (4.4) and (4.3),
\[
mw_j C_j(x, s) \leq \frac{w_j p_j}{s_{x^*_j}} + (m-1)w_j p_j + \sum_{i \in \mathcal{M}} \sum_{k \in \mathcal{J}(x) \setminus \{x^*_j\}} \frac{w_j p_k}{s_i}.
\]

Summing over all \( j \in \mathcal{J} \) and using equation (2.3), we have
\[
mZ(x, s) \leq \eta(x^*) + (m-1) \sum_{j \in \mathcal{J}} w_j p_j + \sum_{j \in \mathcal{J}} \sum_{i \in \mathcal{M}} \sum_{k \in \mathcal{J}(x) \setminus \{x^*_j\}} \frac{w_j p_k}{s_i}. \tag{4.5}
\]

On the other hand, for the last term of equation (4.5), we have that
\[
\sum_{j \in \mathcal{J}} \sum_{i \in \mathcal{M}} \sum_{k \in \mathcal{J}(x) \setminus \{x^*_j\}} \frac{w_j p_k}{s_i} = \sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{J}} \sum_{k < j} \frac{w_j p_k}{s_k} - \sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{J}} \frac{w_j p_k}{s_k}. \tag{4.6}
\]

By equations (4.6) and (4.5),
\[
mZ(x, s) \leq \eta(x^*) + (m-2) \sum_{j \in \mathcal{J}} w_j p_j + \sum_{j \in \mathcal{J}} \sum_{k \in \mathcal{J}} w_j p_k.
\]

Finally, we conclude the proof by using Lemma 3.2. \( \Box \)

5. Price of Anarchy

This section establishes upper and lower bounds for the PoA of the \( Q_m(WSPT)|ut = -C_j| \sum w_j C_j \) problem.

5.1. Upper bound

Lemma 4.1 will be used to determine the upper bound for the PoA. Since the second term on the right-hand side of equation (4.1) is less than zero for \( m = 2 \) and greater than zero for \( m > 3 \), it is necessary to analyze these cases separately.

**Theorem 5.1.** For \( m > 2 \), the PoA for the pure Nash equilibria of the \( Q_m(WSPT)|ut = -C_j| \sum w_j C_j \) problem is at most
\[
\frac{3}{2} \left(1 - \frac{1}{m}\right) \left(\frac{s_{\max}}{s_{\min}}\right) + \frac{1}{m}. \tag{5.1}
\]

**Proof.** By Lemma 4.1, equation (3.2) and Lemma 3.1
\[
Z(x, s) \leq \eta(x^*) + \frac{3}{2} \left(1 - \frac{1}{m}\right) \left(\frac{s_{\max}}{s_{\min}}\right) Z(x^*, s).
\]

By equation (2.3) we have \( \eta(x^*) \leq Z(x^*, s) \). Finally, we can conclude that,
\[
Z(x, s) \leq Z(x^*, s) \left(3 \left(1 - \frac{1}{m}\right) \left(\frac{s_{\max}}{s_{\min}}\right) + \frac{1}{m}\right).
\]

\( \Box \)
Theorem 5.2. The PoA for the pure Nash equilibria of the $Q_2(\text{WSPT}) | ut = -C_j \sum w_j C_j$ problem is at most
\[
\frac{s_{\max}}{s_{\min}} + \frac{1}{4}
\]
Proof. Using $m = 2$ in Lemma 4.1 gives
\[
Z(x, s) \leq \frac{\eta(x^*)}{2} - \frac{1}{4} \sum_{j \in J} w_j p_j + \left(\frac{s_{\max}}{s_{\min}}\right) Z(x^*, s).
\]
By equation (3.3),
\[
Z(x, s) \leq \frac{\eta(x^*)}{4} + \left(\frac{s_{\max}}{s_{\min}}\right) Z(x^*, s).
\]
By equation (2.3) we have $\eta(x^*) \leq Z(x^*, s)$. Finally, we can conclude that
\[
Z(x, s) \leq Z(x^*, s) \left(\frac{s_{\max}}{s_{\min}} + \frac{1}{4}\right).
\]
\[\square\]

The upper bounds presented in Theorems 5.1 and 5.2 have the particularity of including the value of the $s_{\max}/s_{\min}$ ratio, thus incorporating a measurable characteristic of the studied machine environment. However, the value of these bounds grows as the ratio grows. Consequently, they prove to be useful primarily for specific instances of the problem, specifically those where the ratio is not excessively large.

To provide a more refined delimitation of the PoA, we introduce the following theorem, utilizing both the parametric upper bound and a fixed bound of 4. This fixed bound is derived from a more general setting than the problem under study, as detailed in Table 1.

Theorem 5.3. The PoA for the pure Nash equilibria of $Q_m(\text{WSPT}) | ut = -C_j \sum w_j C_j$ problem is no greater than
\[
\min \left\{ \left(\frac{s_{\max}}{s_{\min}}\right) + \frac{1}{4} : 4 \right\}, \quad \text{for } m = 2
\]
\[
\min \left\{ \frac{3}{2} \left(1 - \frac{1}{m}\right) \left(\frac{s_{\max}}{s_{\min}}\right) + \frac{1}{m} : 4 \right\}, \quad \text{for } m > 2.
\]

From the upper bound presented in Theorem 5.3, it can be determined that the upper bounds of Theorems 5.1 and 5.2 will be useful, provided that:
\[
\frac{s_{\max}}{s_{\min}} \leq \frac{15}{4} = 3.75, \quad \text{for } m = 2 \text{ machines},
\]
\[
\frac{s_{\max}}{s_{\min}} \leq \frac{2}{3} \left(\frac{4m - 1}{m - 1}\right) = \frac{2}{3} + \frac{2m}{m-1}, \quad \text{for } m > 2 \text{ machines}.
\]

For $m = 3$, the last condition states that $s_{\max}/s_{\min} \leq 11/3 \approx 3.67$, and when $m$ increases, the right-hand side term decreases monotonically and converges to $8/3 \approx 2.67$.

Another interesting situation related to upper bound (5.1) arises when the ratio $s_{\max}/s_{\min} = 1$. For this case, the upper bound expression becomes equal to $(3m - 1)/2m$. This expression matches the robust PoA for $P_m(\text{SPT}) | ut = -C_j | \sum C_j$ problem [19], and the performance guarantees of move-optimal schedules for $P|| \sum w_j C_j$ problem [4].
5.2. Lower bound

To establish a lower bound for the PoA, an instance inspired by the work of [13, 20] is presented.

**Theorem 5.4.** The PoA for $Q(WSPT)|ut = -C_j \sum w_j C_j$ problem is at least 2.

**Proof.** We consider an instance $I$ with $n$ jobs and $m = n - k + 1$ machines. The first machine has speed $s \in \mathbb{N}$, with $s > 1$, and all the other machines have speed 1. Jobs have identical weight and processing requirement, $w_j = p_j = \begin{cases} 1 & \text{if } 1 \leq j \leq s - 1 \\ r^{j-s} & \text{if } s \leq j \leq n \end{cases}$, where $r = \frac{s}{s-1}$.

For this instance, we have a Nash equilibrium $x$ when all jobs are scheduled on the fastest machine. Then, the completion time for jobs will be (consult Appendix A.1 for the details of this part of the proof)

$$C_j(x) = \begin{cases} j/s & \text{for } 1 \leq j \leq s - 1 \\ r^{j-s} & \text{for } s \leq j \leq n \end{cases}.$$  

Schedule $x$ is a Nash equilibrium, since Equation (4.2) can be verified for all jobs. More precisely, for this instance we have $C_j(x) \leq p_j$ for all $j = 1, \ldots, n$, where $p_j$ would be the new completion time for job $j$ if it changed its strategy to any other machine (unit-speed machine). The TWCT for schedule $x$ is (consult Appendix A.3 for the details of this part of the proof)

$$Z(x) = \left(\frac{s-1}{2}\right) + \left(\frac{r^{2n-2s+2}-1}{r^2-1}\right).$$

Let $\hat{x}$ be another schedule for the instance $I$ where the jobs $j = 1, \ldots, n - k$ are assigned to unit-speed machines, and the remaining jobs, $j = n - k + 1, \ldots, n$, are assigned to the machine that works at speed $s$. Note that the unit-speed machines will only process one job and $s < n - k$. The completion time of jobs in this schedule will be (consult Appendix A.2 for the details of this part of the proof)

$$C_j(\hat{x}) = \begin{cases} 1 & \text{for } 1 \leq j \leq s - 1 \\ r^{j-s} & \text{for } s \leq j \leq n - k \\ r^{j-s} - r^{n-k-s} & \text{for } n - k + 1 \leq j \leq n \end{cases}.$$  

The TWCT for schedule $\hat{x}$ is (consult Appendix A.4 for the details of this part of the proof)

$$Z(\hat{x}) = (s-1) + \left(\frac{r^{2n-2s+2}-1}{r^2-1}\right) + \left(\frac{r^{2n-2s+2-2k}-r^{2n-2s+1-k}}{r-1}\right).$$

Now, we determine the $\frac{Z(x)}{Z(\hat{x})}$ ratio. After some algebraic considerations, it is determined that the ratio is:

$$\frac{Z(x)}{Z(\hat{x})} = \left(\frac{(s-1)(r^2-1)}{r^{2n-2s+2}}\right) + 1 \left(\frac{r^{2n-2s+2-2k}-r^{2n-2s+1-k}}{r-1}\right).$$

For $n - s + 1 \to \infty$, the ratio $\frac{Z(x)}{Z(\hat{x})}$ converges to

$$\varphi = \frac{1}{1+(2-\frac{1}{s})(r^{2k}-r^{k})}.$$
Let \( k = \lfloor s \ln 2 \rfloor \),
\[
\varphi = \frac{1}{1 + \frac{1}{2} \left( r^{-2\lfloor s \ln 2 \rfloor} - r^{-\lfloor s \ln 2 \rfloor} \right)}.
\]
For \( s \to \infty \), we have that \( \varphi \) converges to
\[
\varphi' = \frac{1}{1 + 2 \left( r^{-2s \ln 2} - r^{-s \ln 2} \right)} = \frac{1}{1 + 2 \left( r^{-2 \ln 2} - (r^{-s})^{-\ln 2} \right)}.
\]
Since \( r = 1 + \frac{1}{s-1} \), we have that
\[
\varphi' = \frac{1}{1 + 2 \left( e^{-2 \ln 2} - e^{-\ln 2} \right)} = \frac{1}{1 + 2 \left( e^{-1} - 2^{-1} \right)} = 2.
\]
Let \( x^* \) be the unknown social optimum and \( Z(x^*) \) be its TWCT. Since \( \hat{x} \) is a feasible solution of the instance, we have that \( Z(x^*) \leq Z(\hat{x}) \). Therefore
\[
\text{PoA} = \frac{Z(x)}{Z(x^*)} \geq \varphi' = 2.
\]

6. Concluding remarks

In this paper, the PoA of scheduling game \( Q_m(\text{WSPT})|\sum w_j C_j \) was studied. Given the design of a worst-case instance, it is determined that the PoA for the problem is at least 2. Conversely, based on the PoA of a related problem, identified as a generalization of the studied problem, it is established that the PoA is at most 4. Additionally, a parametric upper bound for the PoA has been determined, enabling the establishment of upper bounds for the PoA for families of instances described by three parameters: the number of machines, the speed of the fastest machine, and the speed of the slowest machine. Both fixed and parametric bounds contribute to a better understanding of the efficiency achieved in this scheduling game.

Further research to determine a tight PoA for the problem or narrow the gap between upper and lower bounds opens an intriguing direction for future investigations. Identifying new parametric bounds for the PoA holds promise in advancing our understanding of the problem.

Appendix A. Complement for the proof of Theorem 5.4

A.1. Completion time of jobs for Nash equilibrium

For jobs \( j = 1, \ldots, s-1 \) we have that their completion time is
\[
C_j(x) = \sum_{h=1}^{j} \frac{1}{s} = \frac{j}{s}.
\]
Then, the completion time of job \( s - 1 \) is \( \left( \frac{s-1}{s} \right) \). With this result and taking into account that \( r = \frac{s}{s-1} \), the completion time for jobs \( j = s, \ldots, n \) is

\[
C_j(x) = \left( \frac{s-1}{s} \right) + \sum_{h=s}^{j} \frac{r^{h-s}}{s} = \left( \frac{s-1}{s} \right) + \frac{1}{s} \sum_{h=0}^{j-s} r^h \\
= \left( \frac{s-1}{s} \right) + \frac{1}{s} \left( \frac{r^{j-s+1} - 1}{r - 1} \right) = \left( \frac{s-1}{s} \right) + \left( \frac{s-1}{s} \right) (r^{j-s+1} - 1) \\
= \left( \frac{s-1}{s} \right) (r^{j-s+1}) = \frac{1}{r} (r^{j-s+1}) = r^{j-s}.
\]

A.2. Completion time of jobs for schedule \( \hat{x} \)

Each job \( j = 1, \ldots, s - 1 \) is processed by unit-speed machines, so their completion time is \( C_j(\hat{x}) = 1 \). Each job \( j = s, \ldots, n - k \) is processed by unit-speed machines, so their completion time is \( C_j(\hat{x}) = r^{j-s} \). Jobs \( j = n - k + 1, \ldots, n \) are processed by the s-speed machines, so their completion time is

\[
C_j(\hat{x}) = \sum_{h=n-k+1}^{j} \frac{r^{h-s}}{s} = \sum_{h=n-k+1}^{j-s} \frac{r^h}{s} = \frac{1}{s} \left( \sum_{h=0}^{j-s} r^h - \sum_{h=0}^{n-k-s} r^h \right) \\
= \frac{1}{s} \left( \frac{r^{j-s+1} - 1}{r - 1} - \frac{r^{n-k-s+1} - 1}{r - 1} \right) = \frac{1}{s} \left( \frac{r^{j-s+1} - r^{n-k-s+1}}{r - 1} \right) \\
= \left( \frac{s-1}{s} \right) (r^{j-s} - r^{n-k-s}) = \frac{1}{r} (r^{j-s} - r^{n-k-s}) = r^{j-s} - r^{n-k-s}.
\]

A.3. Total weighted completion time of Nash equilibrium

\[
Z(x) = \sum_{j=1}^{n} w_j C_j(x) = \sum_{j=1}^{s-1} \frac{1}{j} + \sum_{j=s}^{n} r^{2(j-s)} \\
= \frac{s(s-1)}{2s} + \sum_{j=0}^{n-s} r^{2j} = \left( \frac{s-1}{2} \right) + \left( \frac{r^{2(n-s+1)} - 1}{r^2 - 1} \right).
\]

A.4. Total weighted completion time of schedule \( \hat{x} \)

\[
Z(\hat{x}) = \sum_{j=1}^{n} w_j C_j(\hat{x}) = \sum_{j=1}^{s-1} 1 + \sum_{j=s}^{n-k} r^{2(j-s)} + \sum_{j=n-k+1}^{n} r^{j-s} (r^{j-s} - r^{n-s-k}) \\
= (s - 1) + \sum_{j=s}^{n-k} r^{2(j-s)} + \sum_{j=n-k+1}^{n} r^{j-s} - \sum_{j=n-k+1}^{n} r^{j+n-2s-k} \\
= (s - 1) + \sum_{j=s}^{n} r^{2(j-s)} - \sum_{j=2n-2s-k}^{2n-2s-k} r^{j} \\
= (s - 1) + \sum_{j=0}^{n-s} r^{2j} - \left( \sum_{j=0}^{2n-2s-k} r^{j} - \sum_{j=0}^{2n-2s-2k} r^{j} \right) \\
= (s - 1) + \left( \frac{r^{2(n-s+1)} - 1}{r^2 - 1} \right) + \left( \frac{r^{2n-2s+1-2k} - r^{2n-2s+1-k}}{r - 1} \right).
\]
References


Please help to maintain this journal in open access!

This journal is currently published in open access under the Subscribe to Open model (S2O). We are thankful to our subscribers and supporters for making it possible to publish this journal in open access in the current year, free of charge for authors and readers.

Check with your library that it subscribes to the journal, or consider making a personal donation to the S2O programme by contacting subscribers@edpsciences.org.

More information, including a list of supporters and financial transparency reports, is available at https://edpsciences.org/en/subscribe-to-open-s2o.