AN IMPROVED SEQUENTIAL INSERTION ALGORITHM AND TABU SEARCH TO VEHICLE ROUTING PROBLEM WITH TIME WINDOWS
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Abstract. The vehicle routing problem (VRP) is a well-researched problem in the operations research literature. This paper studies a vehicle routing problem with time windows. Based on Solomon’s research, an improved sequential initialization algorithm, Solomon i1 with DTWC (Solomon i1 with Dynamic Time Windows Compatibility), is proposed in this paper to construct feasible initial solutions with higher quality in less calculation time. A tabu search with VNS (Variable Neighborhood Search) and the Metropolis criterion is used to further optimize the solutions that the proposed initialization algorithm provides. We run computational experiments on cases of well-known problems. Results show that compared to the initialization method before the change, our improved initialization approach performs well in terms of providing a better feasible initialization solution in less time, with an average 10% improvement in solution quality and an average 34% computational time savings. The proposed initialization algorithm’s superiority is also demonstrated by the tabu search’s better performance on the initial solutions it produces.
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1. INTRODUCTION

The problem of vehicle scheduling was first brought up by Dantzig and Ramser [1], and it has been a popular subject of study in the optimization community ever since. Vehicle routing Problems with Time Windows appear in a variety of scenarios, including grocery distribution [2], and especially surged during the recent COVID-19. The distribution of ready-mixed concrete [3], the supply of oil and petroleum, and other engineering and construction-related studies have all focused on VRPTW [4]. Many extra restrictions or characteristics are frequently present in these connected applications, which could make finding solutions more challenging. In general, the goal of the Vehicle Routing Problem with Time Windows is to arrange vehicle routes so that each customer is served within the time windows that have been set. Otherwise, the vehicles will be subject to the relevant penalties (penalty of the late arrival or early arrival). This kind of problem’s main goal is to reduce the value of an objective function, which is often the total distribution cost or total distribution distance.

The scheduling and routing of vehicles through a group of service-requiring consumers is a crucial component of many distribution systems. Customers and delivery services have different concerns in real life. Customers’ main priority is getting their deliveries on schedule. To the delivery businesses, getting the items to clients as...
quickly as possible is their main priority. The problem that we research extends the traditional vehicle routing problem by considering a hard time windows and time windows compatibility. The VRPTW belongs to the class of NP-hard combinatorial optimization problems as it generalizes the traveling salesman problem [5] which is NP-hard. According to Kallehauge et al. [6], some exact methods have been used to effectively tackle some small-scale problems. However, The exact methods are time-consuming and do not produce satisfactory results for medium- to large-sized instances due to the numerous limitations. In other words, it means that no exact methods exist to solve such problems with large-size. Therefore, some soft computing methods and metaheuristic algorithms have been emphasized and developed for solving optimization problems with a large number of constraints. In handling real-world issues like construction management [7] and numerous engineering optimization problems, soft computing and metaheuristic techniques are crucial. In resource allocation, finding a near-optimum scheduling plan is a common issue with many disciplines such as logistics and transportation problems [8, 9]. Metaheuristics are usually expressed in the form of rules, which can be interpreted as policies. With the introduction of artificial intelligence methods, the latest research trend makes machine learning (including deep learning) an alternative method. Wang et al. [10] apply the deep learning method to the capacitated vehicle routing problem (CVRP) and present an overview on how combine deep reinforcement learning for the NP-hard combinatorial optimization, emphasizing general optimization problems as data points and exploring the relevant distribution of data used for learning in a given task. However, it is more difficult to apply deep learning to the other variants of VRP, such as CVRPTW, TDVRP, et al. To address NP-hard problems like VRP and variants of VRP, the majority of artificial intelligence algorithms use supervised learning methods [11]. However, this method is more challenging to use in practice since it requires a huge amount of label data. Additionally, as the performance of the developed training model is dependent on the quality of the label data, it is impossible for it to perform better than the label solution. In contrast, when it comes to solving medium- to large-sized VRPTW problems, metaheuristic algorithms significantly outperform exact methods [12]. Metaheuristics do not require label solutions for training; instead, they just require a randomly generated set of initial solutions, followed by the application of specialized search criteria to find near-optimal solutions. As a result, several optimization studies have employed metaheuristics such the genetic algorithm [13], ant colony optimization [14], and particle swarm algorithm [15]. However, they perform badly locally at later stages and have a tendency to lead to premature local convergence. These metaheuristics perform better globally and do not require higher quality initial solutions. Additionally, some metaheuristics with good local search performance include the tabu search [16] and Simulated Annealing [17, 18]. To attain global optimality, these algorithms need more rigorous initial solution quality, nevertheless. Therefore, it is crucial to initially produce higher quality initial solutions when employing an initialization algorithm. Initialization algorithms can be roughly split into sequential and parallel methods [19]. Sequential methods construct one route at a time until all customers are routed [20,21]. Compared to sequential insertion methods, parallel methods construct a number of routes simultaneously [22,23], however the number of parallel routes need to be limited to a specific number. Solomon [19] suggests using the sequential insertion method with Insertion-Criterion 1 after thoroughly comparing experimental findings and the stability of various starting algorithms. Solomon i1 will be used to refer to this algorithm moving forward. The sequential insertion method’s drawback is that all unrouted consumers are taken into account when determining the insertion and selection criteria for each iteration. This generates a considerable amount of extraneous computation during operation.

In this study, we introduce the DTWC (Dynamic Time Windows Compatibility) to the sequential insertion method Solomon i1 to perform prior evaluation of whether the customer meets the insertion condition and thus reduce unnecessary time wastage on unrouted customers that do not satisfy the insertion condition. Finally, we improve tabu search to further optimize the obtained initial solutions and get final feasible solution. The final result obtained by our tabu search also confirms the effectiveness of the proposed initialization method.
2. Problem description

The VRPTW and the necessary notation for defining the VRPTW are briefly introduced in this section. A bi-directed complete graph \( G = (V, E) \), where \( V = \{v_0, v_1, v_2, \ldots, v_n\} \) is a set of vertices and \( v_0 \) representing the depot with \( m \) identical cars, each having a capacity of \( Q \). Every customer has a non-negative demand and a non-negative service time, as shown by the remaining vertices besides \( v_0 \). The edge set connecting the vertices is given by \( E = \{(v_i, v_j) | v_i, v_j \in V, i \neq j\} \). A distance matrix \( D = \{d_{ij}\} \) is defined on \( E \). Each customer has a predefined service window \([e_i, l_i]\), where \( e_i \) denotes the earliest start time of the service that the customer \( i \) can accept and \( l_i \) denotes the latest start time of the service that the customer \( i \) can accept. The VRPTW consists of designing a set of routes having a minimum total length such that:

I. The depot \( v_0 \) is where each distribution route begins and ends.
II. The total demand of all customers on a route does not exceed the capacity \( Q \) of each vehicle.
III. The total duration (including service time and travel time) of a route does not exceed \( l_0 \).
IV. All vertices other than \( v_0 \) can only be visited once.
V. The vehicle arrives at customer \( i \) no earlier than \( e_i \) and no later than \( l_i \).
VI. Each vehicle departs from the depot \( v_0 \) and returns to the depot \( v_0 \) in the time interval \([e_0, l_0]\).

The total travel distance of route \( i \) is defined as follow:

\[
\text{Dist}_i = \sum_{j=0}^{N} d_{k(j,i)k(j+1,i)}. \tag{1}
\]

The \( i \)th route has \( N(i) \) customers; \( k(j, i) \in V \) denotes the \( j \)th customer on the \( i \)th route. For each distribution route \( i \), customer \( j \in \{1, 2, 3, \ldots, N(i)\} \). \( d_{k(j,i)k(j+1,i)} \) denotes the distance between two successively served customers on the \( i \)th route. \( j = 0 \) and \( j = N(i) + 1 \) represent depot \( v_0 \). In order to calculate the overall travel time, we need to get the time for the vehicle to arrive at the customer location and the time to depart from the customer location. Let \( a_{k(j,i)} \) denote the arrival time of vehicle \( i \) at the \( j \)th customer on the \( i \)th route, and \( f_{k(j,i)} \) denote the departure time of vehicle \( i \) from the \( j \)th customer on the \( i \)th route. The arrival time of vehicle \( i \) at the \( j \)th customer on the \( i \)th route is defined as follows:

\[
a_{k(j,i)} = f_{k(j-1,i)} + t_{k(j-1,i)k(j,i)}. \tag{2}
\]

The travel time between customer \( j - 1 \) and customer \( j \) is denoted by \( t_{k(j-1,i)k(j,i)} \). The departure time of vehicle \( i \) from depot \( v_0 \) is considered to be 0. If the vehicle arrives early at the customer, then the vehicle needs to wait until the customer’s earliest service start time. The waiting time of vehicle \( i \) at \( j \)th customer \( k(j,i) \) is computed as follows:

\[
w_{k(j,i)} = \begin{cases} 
0, & \text{if } a_{k(j,i)} \geq e_{k(j,i)} \\
e_{k(j,i)} - a_{k(j,i)}, & \text{otherwise.} 
\end{cases} \tag{3}
\]

Then the departure time of vehicle \( i \) from \( j \)th customer \( k((j,i)) \) can be expressed as follows:

\[
f_{k(j,i)} = a_{k(j,i)} + w_{k(j,i)} + s_{k(j,i)}. \tag{4}
\]

The overall travel time of the \( i \)th route is computed as follows:

\[
T_i = \sum_{j=0}^{N(i)} \left( t_{k(j,i)k(j+1,i)} + w_{k(j+1,i)} + s_{k(j+1,i)} \right) \tag{5}
\]

\( s_{k(j+1,i)} \) represents the service time required by the \((j+1)\)th customer of the \( i \)th route, while the waiting time of the depot and the service time required by the depot are both 0, because the depot does not require service.
Hence, the overall waiting time of the $i$th route is computed as follows:

$$W_i = \sum_{j=0}^{N(i)} w_{k(j,i)}.$$  

(6)

There are two types of restrictions on the service time window. The first type with soft time window $[24, 25]$ allows a small time window violation that provides a relaxation to the latest start time of service, while the second type with hard time window $[26]$ requires the vehicle to arrive at a customer no later than the latest arrival time requested by the customer. In this study, we employ the hard time window constraint, which, on the one hand satisfies the strict time requirements of certain items while also reducing the difficulty of calculation to a certain extent.

The late arrival will cause a delay time for a vehicle. When a delay time is generated, it means that the current solution does not meet the hard time window constraints. As a result, the current solution with a delay time will eventually be rejected. The following formula is used to calculate the delay time of vehicle $i$ at $j$th customer on route $i$.

$$\text{delay}_{k(j,i)} = \begin{cases} 
0, & \text{if } a_{k(j,i)} \leq l_{k(j,i)} \\
(\text{if } a_{k(j,i)} - l_{k(j,i)}), & \text{otherwise.}
\end{cases}$$

(7)

In contrast to the late arrival of vehicles, the early arrival of vehicles results only in waiting time. Hence, the total delay time of route $i$ is expressed by the following equation.

$$\text{Delay}_i = \sum_{j=0}^{N(i)} \text{delay}_{k(j,i)}.$$  

(8)

The vehicle on the route to which it belongs will pay for the waiting and delay time. The following are the three goals of this VRPTW, each of which needs to be minimized:

Minimize $f_1 = \sum_{i=1}^{N} \text{Dist}_i$.  

(9)

Objective $f_1$ denotes the overall travel distance of all vehicles; $N$ represents the number of vehicles and distribution routes.

Minimize $f_2 = \sum_{i=1}^{N} W_i$.  

(10)

Objective $f_2$ denotes the overall waiting time due to the early arrival of vehicles.

Minimize $f_3 = \sum_{i=1}^{N} \text{Delay}_i$.  

(11)

Objective $f_3$ denotes the overall delay time due to the late arrival of vehicles. Then the overall time violation and travel distance of a solution $X$ are calculated as follows:

$$T_x = \sum_{i=1}^{N} (W_i + \text{Delay}_i)$$

(12)

$$D_x = \sum_{i=1}^{N} \text{Dist}_i.$$  

(13)

The following constraints should be satisfied during the optimization of the above three objectives.
I. Return to depot constraint: all vehicles must return to the depot before the depot’s due time.

\[ a_{k(N(i)+1,i)} \leq b_{k(N(i)+1,i)}, \quad i \in \{1, 2, \ldots, N\}. \tag{14} \]

II. Vehicles’ load constraint: the total demand of each route cannot exceed the capacity of vehicle.

\[ \sum_{j=1}^{N(i)} q_{k(j,i)} \leq Q, \quad i \in \{1, 2, \ldots, N\} \tag{15} \]

\( q_{k(j,i)} \) indicates the amount of goods needed by the \( j \)th customer in the \( i \)th route, \( Q \) denotes the maximum capacity of each vehicle, and \( N \) denotes the number of distribution routes and vehicles.

3. Solution methods

We split the algorithm used to solve the problem that we research into the following two sections.

I. Finding a feasible initial solution by using the improved initialization algorithm Solomon i1 with DTWC.

II. We develop a solution method based on the research of Cordeau et al. [28] and improve the feasible initial solution through the proposed solution method.

3.1. Initialization algorithm with DTWC

In this section, we use DTWC to improve the Solomon’s insertion heuristic and construct a feasible initial solution by taking the time window into account. Solomon’s sequential insertion algorithm has a drawback in that it calculates insertion and selection criteria for all unrouted consumers in each iteration. In actuality, this would add a great deal of unnecessary calculations. The introduction of the DTWC can assist in identifying and eliminating the obvious infeasible nodes during the process of node insertion. This result in a more effective and robust construction heuristic.

The purpose of introducing the DTWC is to determine the time overlap of all edges, or node combinations. Before the route construction phase, the DTWC of each customer will be calculated, and the DTWC of each customer will be tested prior to the insertion of customers. Customers that are obviously infeasible will be eliminated from the set of considered nodes. To facilitate the calculation of DTWC, we set the DTWCM (Dynamic Time Windows Compatibility Matrix). DTWCM is a non-symmetrical matrix that stores the DTWC (time compatibility values) for any two customers. Before specifying the calculation of DTWC, it is necessary to explain the meaning of the following notations.

\( e_i \): The earliest allowable arrival time of customer \( i \).

\( l_i \): The latest allowable arrival time of customer \( i \).

\( s_i \): The service time required by customer \( i \).

\( t_{ij} \): The travel time from customer \( i \) to customer \( j \).

\( a_{ij}^e \): The actual arrival time at customer \( j \), given that customer \( j \) is visited directly after customer \( i \) and that the actual arrival time at customer \( i \) is \( e_i \).

\( a_{ij}^l \): The actual arrival time at customer \( j \), given that customer \( j \) is visited directly after customer \( i \) and that the actual arrival time at customer \( i \) is \( l_i \).

\( \text{DTWC}_{ij} \): The time windows compatibility value of customer \( j \), given that customer \( i \) is the predecessor node of customer \( j \) and customer \( i \) has been visited.

There will be six possible scenarios during the delivery of goods. The scenarios depend on the degree and direction of overlap between the time windows of two consecutively visited customers. Figure 1 depicts the six delivery scenarios.
Each delivery scenario assumes that customer $j$ is visited directly after customer $i$ and describes the relationship between $e_i$, $l_i$, $a_i^{e_j}$, and $a_i^{l_j}$. The calculation of DTWC is given below.

$$\text{DTWC}_{ij} = \begin{cases} 
\min (a_i^{l_j}, l_j) - \max (e_j, a_i^{e_j}), & \text{if } l_j - a_i^{e_j} > 0 \\
-\infty, & \text{otherwise}
\end{cases} \quad i,j \in V. \quad (16)$$

The higher the value of $\text{DTWC}_{ij}^i$, the greater the compatibility of the two customers' time windows. The $\text{DTWC}_{ij}^i$ of the incompatible time window is defined to be negative infinity. As the DTWCM is already determined, it is simple to determine the time compatibility of customer $u$ with customers $i$ and $j$ when an alternative customer $u$ is inserted between customers $i$ and $j$. If either $\text{DTWC}_{iu}$ or $\text{DTWC}_{uj}$ is negative infinity, then the time window is incompatible. Without wasting computational effort on computing the insertion cost and selection criteria, the insertion algorithm will move on and examine the next insertion position. Insertion compatibility and cost are calculated only if the time window is compatible.

Gmira et al. [27] employed the most common initialization criteria, which are the customer with the earliest deadline and the customer with the greatest distance to the depot, to initialize each route with an initial customer. In this study, the initial customer for a route is determined using the DTWCM. The customer with the highest DTWCS value (the total number of DTWCs that are not incompatible), is chosen as the initial customer.
customer. It is determined how to calculate DTWCS. The value of DTWCS is calculated as follows:

$$\text{TWC}_{ij} = \begin{cases} 1, & \text{if } \text{DTWC}_{ij} \neq -\infty \\ 0, & \text{otherwise} \end{cases} \quad i, j \in V \quad (17)$$

$$\text{assigned}_j = \begin{cases} 1, & \text{if customer } j \text{ was visited} \\ 0, & \text{otherwise} \end{cases} \quad j \in V \quad (18)$$

$$\text{DTWCS}_i = \sum_{j \in V \setminus \{i\}} (\text{TWC}_{ij} - \text{assigned}_j), \quad i \in V. \quad (19)$$

The value of assigned$_j$ represents whether customer $j$ has been visited. The value of TWC$_{ij}$ represents whether the time window between customer $i$ and $j$ is compatible. assigned$_j$ and TWC$_{ij}$ are used to dynamically calculate the DTWCS for each customer. When there are no infeasible time window instances, another method of identifying the initial customer will be used: identifying the initial customer by calculating the compatibility value of the unvisited customers. The compatibility value of unvisited customer is calculated in the following way:

$$\text{compatibility}_u = \sum_{i \in V \setminus \{u\}} \text{DTWC}_i^{u} \sum_{j \in V \setminus \{u\}} \text{DTWC}_j^{u} + \text{DTWC}_u^{u}, \quad u \in V, \text{ assigned}_u = 0 \quad (20)$$

where $u$ represents the alternate customer to be visited. The initial customer is chosen from those with the lowest compatibility. Figure 2 depicts the sequential initialization approach with DTWC.

The original feasible solution will be further optimized using the improved tabu search algorithm after being achieved using the improved sequential insertion heuristic.

### 3.2. Tabu search with VNS

The structure of the tabu search algorithm is based on the procedure given by Cordeau et al. [28]. In this paper, we modify the tabu search with the VNS and metropolis criteria according to the characteristics of the problem that we studied. The obvious difference is that the modified tabu search always starts with a feasible initial solution. This feature ensures that the algorithm will end with a feasible solution. In each iteration, the neighborhood solution of the current solution is generated. In this neighborhood solution, the best solution is selected as the new current solution. Then the algorithm iterates further using this new solution. In the process of algorithm iteration, due to the introduction of metropolis criteria, solutions that violate time windows or vehicle load constraints also have a chance to be accepted, which improves the diversity and global convergence of solutions to a certain extent.

From the structure of solutions, a solution is a set of distribution routes. The solution $X$ may be infeasible due to the vehicle capacity constraint, and the delivery time of the vehicle exceeds the time window requested by the customer. The degree of load violation and time window violation is the key factor to evaluate the merits of a solution and determine whether to keep the current solution or accept the new solution. The cost function $C_x$ that is used to evaluate the solution is defined as follows:

$$C_x = D_x + P_t \times T_x + P_l \times Q_x \quad (21)$$

where $D_x$ represents the total travel distance of all vehicles, $T_x$ represents the overall time violation of all vehicles, and $Q_x$ is the overall load violation of all vehicles for each solution generated during tabu search. Parameters $P_t$ and $P_l$ are adjusted according to whether parameters $T_x$ or $Q_x$ violate the service time window constraint or vehicle load constraint, and the variation of parameters $P_t$ and $P_l$ has an upper and lower bound. When either $T_x$ or $Q_x$ is eligible, that is, when $T_x$ or $Q_x$ equals 0, $P_t$ or $P_l$ will be scaled down by a factor that is greater than 1. If $T_x$ or $Q_x$ do not satisfy the constraints, $P_t$ or $P_l$ will be increased by the same factor.
adjustment of $P_t$ and $P_l$ in turn adjusts the choice of subsequent solutions. Setting the initial value of $P_t$ and $P_l$ equal to 1. Parameter $k(0 < k < \text{max}_{\text{iterations}})$ in the algorithm ensures that tabu search will terminate when solutions can no longer be optimized further in $k$ iterations. Setting the tabu length of the solution to be $L$. Additionally, the Metropolis criterion is applied during tabu search to improve the variety of solutions, which can largely avoid the algorithm from falling into a local optimal solution.

The neighborhood solution of each iteration of the current solution is obtained by employing three types of relocation operations, defined as follows:

I. On the same route, swap the locations of two different consumers (Fig. 3).
II. Exchange two customers between two different routes (Fig. 4).
III. Swap the remaining parts of two different customers that belong to two different routes (Fig. 5).

The algorithm steps and pseudo code can be viewed in Appendix A.1.
4. Computational experiments and results

For the experiments in this part, we make use of Solomon’s data set. In terms of the size of the datasets, three types of data are included in the data set: one depot with 25 customers, 50 customers, and 100 customers. In terms of the distributional characteristics of the dataset, the dataset can be divided into three categories: R, C, RC. Where R stands for customers that are randomly distributed, C stands for customer clustered, and RC stands for mixed data, each of which contains two parts labeled with suffixes using Arabic numerals 1 and 2. Overall, the dataset used in the experiment contains six parts namely R1, R2, C1, C2, RC1, RC2. The vehicle capacities in the dataset are 200, 700, and 1000, respectively. The expected travel time is equal to the corresponding Euclidean distances. The algorithm program used in this paper is written in python, and all experiments are performed on Intel Core i7-10700 CPU @ 2.90 GHz and 8 GB RAM.
4.1. Parameter setting

The external parameters that need to be entered into our initialization algorithm include $\alpha_1$, $\alpha_2$, $\lambda$, and $\mu$. Referring to the parameters Setting of Solomon i1 [19], the initial values of parameters $\lambda$ and $\mu$ are set to 1. $\alpha_1$ and $\alpha_2$ have to satisfy the constraint that $\alpha_1 + \alpha_2 = 1$. Referring to the approach in [29,30] and in conjunction with the scale of the problem studied in this paper, the parameters $(L, \text{max iteration}, T, \text{cool cof})$ of our tabu search are equal to $(20, 200, 100, 0.4)$. To find the ideal values of $\alpha_1$ and $\alpha_2$, we set a series of values for $\alpha_1$ and $\alpha_2$ to compare the effects of different parameter combinations on the experimental results.

Based on Solomon’s experience in parameter setting, this paper is more rigorous and refined in the pre-setting of the parameter $\alpha_1$. We Set $\alpha_1 = \{1, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2, 0.1, 0\}$, $\alpha_2 = \{1 - \alpha_1\}$ for the comparison experiment. The set parameters are applied to the method proposed in this paper to solve the datasets R1, R2, C1, C2, RC1 and RC2 respectively, and the following experimental results are obtained (Figs. 6–11).

Box plots of the above experimental results show that, when $\alpha_1$ is set to 0.7–0.9, the algorithmic solution results have the overall optimal upper quartile and median values. This suggests that when the value of $\alpha_1$ falls between 0.7 and 0.9, the insertion initialization method proposed in this paper performs optimally.

4.2. Computational experiments

Based on the parameter settings in the previous section, we conduct comparative experiments with data sets containing 25, 50, and 100 customers. For the fairness and accuracy of comparative experiments, We
Figure 8. Results for the R1 dataset with different $\alpha_1$.

Figure 9. Results for the R2 dataset with different $\alpha_1$.

Figure 10. Results for the RC1 dataset with different $\alpha_1$. 
independently conducted the experiment three times for each of the three values of $\alpha_1$ and finally averaged the results obtained. In addition, in order to test the performance of the proposed method on solution quality and solving efficiency, we also include the parallel initialization algorithm. Based on the literature [19], we designed a parallel method called Aprch. Aprch procedures are characterized by the construction of a number of routes simultaneously, the pseudo-code of Aprch is detailed in Appendix A.1. Tables 1–3 show that experimental results on R1, C1, R2, C2, RC1, RC2 of three types of data set, and the results are calculated and obtained at the optimal cost function value $C_x$. The specific meanings of the four fields ATD, BTD, ATC and BTC in the following tables are respectively average travel distance, best travel distance, average time consumption, best time consumption.

**Figure 11.** Results for the RC2 dataset with different $\alpha_1$.

**Table 1.** The results of initialization algorithms and the tabu search: one depot, 100 customers.

<table>
<thead>
<tr>
<th>Solomon sets</th>
<th>Algorithm</th>
<th>ATD</th>
<th>BTD</th>
<th>ATC</th>
<th>BTC</th>
<th>BTD with minimum $C_x$</th>
<th>Average number of vehicles used</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>Aprch</td>
<td>1578.89</td>
<td>1349.53</td>
<td>0.1</td>
<td>0.09</td>
<td>1096.7</td>
<td>16</td>
</tr>
<tr>
<td>R1</td>
<td>Solomon i1</td>
<td>1523.96</td>
<td>1375.67</td>
<td>0.46</td>
<td>0.32</td>
<td>1158.87</td>
<td>17</td>
</tr>
<tr>
<td>R1</td>
<td>Solomon i1 with DTWC</td>
<td>1479.78</td>
<td>1343.58</td>
<td>0.28</td>
<td>0.09</td>
<td>1048.87</td>
<td>16</td>
</tr>
<tr>
<td>C1</td>
<td>Aprch</td>
<td>1273.69</td>
<td>855.06</td>
<td>0.22</td>
<td>0.19</td>
<td>828.93</td>
<td>10</td>
</tr>
<tr>
<td>C1</td>
<td>Solomon i1</td>
<td>1086.01</td>
<td>875.45</td>
<td>0.74</td>
<td>0.52</td>
<td>828.93</td>
<td>10</td>
</tr>
<tr>
<td>C1</td>
<td>Solomon i1 with DTWC</td>
<td>997.21</td>
<td>828.93</td>
<td>0.38</td>
<td>0.11</td>
<td>828.93</td>
<td>10</td>
</tr>
<tr>
<td>R2</td>
<td>Aprch</td>
<td>1617.95</td>
<td>1230.29</td>
<td>0.04</td>
<td>0.03</td>
<td>847.88</td>
<td>3</td>
</tr>
<tr>
<td>R2</td>
<td>Solomon i1</td>
<td>1439.07</td>
<td>949.3</td>
<td>0.04</td>
<td>0.03</td>
<td>867.44</td>
<td>3</td>
</tr>
<tr>
<td>R2</td>
<td>Solomon i1 with DTWC</td>
<td>1393.15</td>
<td>919.29</td>
<td>0.22</td>
<td>0.09</td>
<td>842.87</td>
<td>3</td>
</tr>
<tr>
<td>C2</td>
<td>Aprch</td>
<td>1003.69</td>
<td>591.56</td>
<td>0.06</td>
<td>0.04</td>
<td>591.55</td>
<td>4</td>
</tr>
<tr>
<td>C2</td>
<td>Solomon i1</td>
<td>915.75</td>
<td>603.88</td>
<td>2.67</td>
<td>2.52</td>
<td>591.55</td>
<td>4</td>
</tr>
<tr>
<td>C2</td>
<td>Solomon i1 with DTWC</td>
<td>819.61</td>
<td>591.55</td>
<td>2.67</td>
<td>2.52</td>
<td>591.55</td>
<td>4</td>
</tr>
<tr>
<td>RC1</td>
<td>Aprch</td>
<td>1782.26</td>
<td>1537.67</td>
<td>0.11</td>
<td>0.11</td>
<td>1273.19</td>
<td>14</td>
</tr>
<tr>
<td>RC1</td>
<td>Solomon i1</td>
<td>1644.76</td>
<td>1328.48</td>
<td>0.45</td>
<td>0.39</td>
<td>1251.9</td>
<td>15</td>
</tr>
<tr>
<td>RC1</td>
<td>Solomon i1 with DTWC</td>
<td>1660.08</td>
<td>1327.86</td>
<td>0.28</td>
<td>0.1</td>
<td>1223.65</td>
<td>13</td>
</tr>
<tr>
<td>RC2</td>
<td>Aprch</td>
<td>1812.04</td>
<td>1297.2</td>
<td>0.04</td>
<td>0.04</td>
<td>938.94</td>
<td>4</td>
</tr>
<tr>
<td>RC2</td>
<td>Solomon i1</td>
<td>1765.87</td>
<td>1321.83</td>
<td>3.31</td>
<td>2.47</td>
<td>1058.03</td>
<td>4</td>
</tr>
<tr>
<td>RC2</td>
<td>Solomon i1 with DTWC</td>
<td>1643.52</td>
<td>1240.01</td>
<td>2.32</td>
<td>0.58</td>
<td>957.85</td>
<td>5</td>
</tr>
</tbody>
</table>
Table 2. The result of initialization algorithms and the tabu search: one depot, 50 customers.

<table>
<thead>
<tr>
<th>Solomon sets</th>
<th>Initial solution</th>
<th>Tabu search with VNS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Algorithm</td>
<td>ATD</td>
</tr>
<tr>
<td>R1</td>
<td>Aprch</td>
<td>1118.78</td>
</tr>
<tr>
<td>R1</td>
<td>Solomon il</td>
<td>1019.44</td>
</tr>
<tr>
<td>R1</td>
<td>Solomon il with DTWC</td>
<td>963.47</td>
</tr>
<tr>
<td>C1</td>
<td>Aprch</td>
<td>509.33</td>
</tr>
<tr>
<td>C1</td>
<td>Solomon il</td>
<td>501.1</td>
</tr>
<tr>
<td>C1</td>
<td>Solomon il with DTWC</td>
<td>485.91</td>
</tr>
<tr>
<td>R2</td>
<td>Aprch</td>
<td>1009.77</td>
</tr>
<tr>
<td>R2</td>
<td>Solomon il</td>
<td>944.59</td>
</tr>
<tr>
<td>R2</td>
<td>Solomon il with DTWC</td>
<td>894.76</td>
</tr>
<tr>
<td>C2</td>
<td>Aprch</td>
<td>618.93</td>
</tr>
<tr>
<td>C2</td>
<td>Solomon il</td>
<td>524.27</td>
</tr>
<tr>
<td>C2</td>
<td>Solomon il with DTWC</td>
<td>485.92</td>
</tr>
<tr>
<td>RC1</td>
<td>Aprch</td>
<td>923.36</td>
</tr>
<tr>
<td>RC1</td>
<td>Solomon il</td>
<td>903.29</td>
</tr>
<tr>
<td>RC1</td>
<td>Solomon il with DTWC</td>
<td>862.3</td>
</tr>
<tr>
<td>RC2</td>
<td>Aprch</td>
<td>1073.21</td>
</tr>
<tr>
<td>RC2</td>
<td>Solomon il</td>
<td>1000.25</td>
</tr>
<tr>
<td>RC2</td>
<td>Solomon il with DTWC</td>
<td>999.19</td>
</tr>
</tbody>
</table>

Table 3. The result of initialization algorithms and the tabu search: one depot, 25 customers.

<table>
<thead>
<tr>
<th>Solomon sets</th>
<th>Initial solution</th>
<th>Tabu search with VNS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Algorithm</td>
<td>ATD</td>
</tr>
<tr>
<td>R1</td>
<td>Aprch</td>
<td>536.73</td>
</tr>
<tr>
<td>R1</td>
<td>Solomon il</td>
<td>614.10</td>
</tr>
<tr>
<td>R1</td>
<td>Solomon il with DTWC</td>
<td>515.70</td>
</tr>
<tr>
<td>C1</td>
<td>Aprch</td>
<td>242.36</td>
</tr>
<tr>
<td>C1</td>
<td>Solomon il</td>
<td>251.09</td>
</tr>
<tr>
<td>C1</td>
<td>Solomon il with DTWC</td>
<td>272.83</td>
</tr>
<tr>
<td>R2</td>
<td>Aprch</td>
<td>622.18</td>
</tr>
<tr>
<td>R2</td>
<td>Solomon il</td>
<td>610.59</td>
</tr>
<tr>
<td>R2</td>
<td>Solomon il with DTWC</td>
<td>587.66</td>
</tr>
<tr>
<td>C2</td>
<td>Aprch</td>
<td>313.37</td>
</tr>
<tr>
<td>C2</td>
<td>Solomon il</td>
<td>334.65</td>
</tr>
<tr>
<td>C2</td>
<td>Solomon il with DTWC</td>
<td>322.96</td>
</tr>
<tr>
<td>RC1</td>
<td>Aprch</td>
<td>539.86</td>
</tr>
<tr>
<td>RC1</td>
<td>Solomon il</td>
<td>557.26</td>
</tr>
<tr>
<td>RC1</td>
<td>Solomon il with DTWC</td>
<td>513.98</td>
</tr>
<tr>
<td>RC2</td>
<td>Aprch</td>
<td>598.32</td>
</tr>
<tr>
<td>RC2</td>
<td>Solomon il</td>
<td>558.22</td>
</tr>
<tr>
<td>RC2</td>
<td>Solomon il with DTWC</td>
<td>533.24</td>
</tr>
</tbody>
</table>
Based on the experimental data from Tables 1 to 3, we compare the performance stability (average travel distance of solutions), optimal results (minimum travel distance), time consumption, and final optimization results of three different initialization algorithms, and plot the results in the graphs below.

Three different initialization algorithms are used to solve each data set. On the clustered datasets (C1, C2), all three algorithms perform optimally in terms of average travel distance. From Figure 12, it can be seen that our improved initialization algorithm outperforms the Solomon i1 algorithm on each dataset with a maximum improvement of 13% and a minimum improvement of 8.3%. Aprch has the best performance in terms of time consumption because of its parallel processing advantage; on average, it cuts the running time compared to Solomon i1 by roughly 84%. On all datasets, Aprch has the worst solution quality, nevertheless. Figure 13 shows that the improved initialization algorithm reduces the running time by about 34% on average compared to Solomon i1. The initial solution provided by our proposed initialization method offers the best optimization results when employing tabu search for the final optimization of the initial solutions obtained from the three
initialization algorithms. The proposed initialization algorithm’s superiority over the other two initialization algorithms can also be seen from Figure 14, as the optimization result of the tabu search largely depend on the quality of the initial solutions.

5. Conclusions and future research

In this paper, we focus on a vehicle routing problem with hard time windows and introduce the concept of DTWC to reduce unnecessary calculations. The results show that the proposed initialization algorithm is able to obtain better initial feasible solutions in less time, with a maximum time consumption reduction of 78%. The average running time can be reduced by about 34%. In addition, we propose an initial customer selection strategy based on the DTWCM; the customer with the highest number of infeasible DTWC is identified as the initial customer. This is different from the two most typical initialization criteria, namely the customer with the earliest deadline and the farthest customer. To some extent, it makes the initial customer’s choice more balanced. After obtaining the initial solution, we further optimize it using improved tabu search. The experiment results show that the solution obtained by our improved initialization algorithm has better quality, and the further optimization results of the tabu search corroborate this. Although the parallel algorithm Aprch has a significant advantage in computation time, the initial solution obtained by Aprch is clearly worse than the other two initialization algorithms. From the aspect of dataset, Figure 15 shows that Aprch performs best on clustered (C) datasets containing 25 customers, our improved initialization algorithm performs better on the randomly distributed (R) datasets and the mixed datasets (RC). However, as the number of customers grows to 50 and 100, the advantage of the Aprch does not exist on the clustered dataset. The proposed initialization algorithm consistently performs better. As can be seen, the improved initialization algorithm performs better when there are more customers.

In future studies, we will deal with the specific application of VRPTW in reality, such as the ready-mixed concrete distribution problem. Unlike the VRPTW described in this paper, ready-mixed concrete has more stringent requirements for the delivery time, and one vehicle can only service one customer in one trip. This will involve time dependence and the stochasticity of travel time, and in order to improve the utilization of the vehicle, the multi-site collaboration distribution will be included. The VRPTW that we research in the future need adjustments to the delivery model and algorithms with respect to the distribution of the arrival time.
Figure 15. Average travel distance under different initialization methods.
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See Figures A.1–A.3.
Algorithm 1: Tabu_search
Set the initial solution $x$ obtained in the initialization algorithm as the initial solution of tabu search algorithm.
Set current optimal solution $x^*$ be equal to $x$.
Input $sita$, $P_l$, $P_t$, $upper_limit$, $lower_limit$.
Initialize $j = 0$.

While $j \leq L$ (tabu length):
    $j += 1$
    Select a solution $x' \in \text{neighborhood}(x)$ that meet $C_{x'} < C_x$, and the solution is not tabu
    if not find eligible solution:
        Choose a solution $x' \in \text{neighborhood}(x)$ that minimizes $C_{x'}$ value and is not tabu
    end
    if $x'$ is feasible and $C_{x'} < C_x$:
        $x^* = x'$ and $C_{x^*} = C_{x'}$
    end
    if $C_{x^*}$ is update for $L$ times:
        $x = x^*$ and $C_x = C_{x^*}$
        Update the tabu list
    else:
        $x = x'$ and $C_x = C_{x'}$
    end

Processing of dynamically changing parameters $P_l$ and $P_t$
if $Q_x == 0$ and $P_l >= lower_limit$:
    $P_l /= (1+sita)$
else if $Q_x != 0$ and $P_l <= upper_limit$:
    $P_l *= (1+sita)$
if $T_x == 0$ and $P_t >= lower_limit$:
    $P_t /= (1+sita)$
else if $T_x != 0$ and $P_t <= upper_limit$:
    $P_t *= (1+sita)$
if $Q_x == 0$ and $T_x == 0$:
    return $P_l$, $P_t$
end
if $x^*$ is not updated for $k$ times:
    break
end

Figure A.1. Algorithm 1.
Algorithm 2 Tabu search with VNS

Set \( \text{flag} = 1 \); Set current initial solution as the global optimal solution.

Input: parameters \( L, \text{max} \_\text{iteration}, T, \text{cool} \_\text{coef} \)

Metropolis probability: \( e^{(C^* - C)/VH} \)

While \( \text{flag} = 1 \) do

Select two customers in two different routes and each route needs to satisfy \( \text{length} (\text{route}) > 2 \)

\( \text{If customer}_1 = 0 \) and \( \text{customer}_2 = 0 \):

Select two customers in two different routes and each route needs to satisfy \( \text{length} (\text{route}) > 2 \)

else:

Swap the parts behind two customers that belong to two different routes.

\( \text{cross} \_\text{exchange} (\text{route}_1, \text{customer}_1, \text{route}_2, \text{customer}_2) \)

end

perform tabu search:

\( \text{solution} \_x = \text{tabu} \_\text{search} (\text{route}, L, \text{max} \_\text{iteration}) \)

If solution \( x \) is feasible and solution \( x \) is better than optimal solution and current optimal solution:

update the global optimal solution and the current optimal solution

else:

if random probability <= metropolis probability:

update the current optimal solution

else:

\( \text{flag} = \text{flag} + 1 \)

end

Update the route for each customer

While \( \text{flag} = 2 \) do

Select two customers in two different routes and each route needs to satisfy \( \text{length} (\text{route}) > 2 \)

\( \text{If customer}_1 = 0 \) or \( \text{customer}_2 = 0 \):

Select two customers in two different routes and each route needs to satisfy \( \text{length} (\text{route}) > 2 \)

else:

Exchange two customers in two different routes.

\( \text{Exchange} \_\text{two} \_\text{route} (\text{route}_1, \text{customer}_1, \text{route}_2, \text{customer}_2) \)

end

perform tabu search:

\( \text{solution} \_x = \text{tabu} \_\text{search} (\text{route}, L, \text{max} \_\text{iteration}) \)

If solution \( x \) is feasible and solution \( x \) is better than optimal solution and current optimal solution:

update the global optimal solution and the current optimal solution

else:

if random probability <= metropolis probability:

update the current optimal solution

else:

\( \text{flag} = \text{flag} + 1 \)

end

Update the route for each customer

While \( \text{flag} = 3 \) do

While \( \text{length} (\text{current} \_\text{route}) < 4 \) do

find routes with length greater than \( 4 \), select two different customers in the route.

\( \text{If customer}_1 = 0 \) or \( \text{customer}_2 = 0 \):

select two different customers in the route

else:

Exchange two customers in the same route

\( \text{Exchange} \_\text{one} \_\text{route} (\text{route}, \text{customer}_1, \text{customer}_2) \)

end

perform tabu search:

\( \text{solution} \_x = \text{tabu} \_\text{search} (\text{route}, L, \text{max} \_\text{iteration}) \)

If solution \( x \) is feasible and solution \( x \) is better than optimal solution and current optimal solution:

update the global optimal solution and the current optimal solution

else:

if random probability <= metropolis probability:

update the current optimal solution

else:

\( \text{flag} = \text{flag} + 1 \)

end

Update the route for each customer

Return \( \text{global} \_\text{best} \_\text{solution}, \text{global} \_\text{best} \_\text{obj} \)

Figure A.2. Algorithm 2.
**Algorithm 3**: Approach (adaptive parallel search)

Input the total number of customers: $N$

Initialize the set of visited customer: $\text{assigned\_node} = \{\}$

#Calculation of the minimum number of vehicles to be used
$num\_veh\_least = \text{int}(\text{total demand of all customers} / \text{the vehicle capacity}) + 1$

Initialize $num\_veh\_least$ delivery vehicles.

#Initialize a variable $\text{flag}$ to indicate whether the current client can be inserted at the current position.
$\text{flag} = 1$  #Initialize the variable $\text{flag}$ to a minimal value.

While $\text{length}($assigned_node$) <= N$:

#Initialize a matrix to store the fitness of the customer after inserting a route.
#Matrix elements are initialized to infinite.

$\text{fitness} = \text{numpy\_ones}(\text{num\_veh\_least}, N) * \text{numpy\_inf}$

for $k = 1$ to $num\_veh\_least$:

for $n = 1$ to $num\_veh\_least$:

if $n$ not in $\text{assigned\_node}$:

#Calculate the fitness of each point inserted at the end of each route.
#fit\_urg indicates the urgency of the delivery task.
#fit\_wai indicates the waiting time of customer n.

fit\_urg = $\text{customer}[n]$\_due\_time - $\text{customer}[n]$\_start\_time
fit\_wai = max(0, $\text{customer}[n]$\_due\_time - $\text{customer}[n]$\_start\_time)

if fit\_urg $\geq$ 0:

If sum(current load, demand of customer n) $\leq$ capacity of vehicle:

$\text{fitness}[k][n] = \text{distance}[n-1][n] + \text{fit\_urg} + \text{fit\_wai}$.

else:

$\text{fitness}[k][n] = \text{flag}$  #the customer is not inserted in the current position.

end if

end if

end if

end for

end for

#Ascertain whether a new delivery truck need to be activated.

for $i = 1$ to $num\_veh\_least$:

if there exist matrix elements that is equal to 0:

initialize a new delivery vehicle
recalculate the fitness matrix

else:

continue

end if

end for

#Select the optimal insertion route and position in the route

#Select the position with the smallest fitness

route\_index, node\_index = $\text{numpy\_where}(\text{fitness} == \text{numpy\_min}(\text{fitness}))$

insert(node\_index, route\_index)

end while

**Figure A.3.** Pseudo-code of Aprch.
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